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ABSTRACT. In this paper, details of new statistical models for forecasting southwest monsoon (June-September)
rainfall over India (ISMR) and for northwest India summer monsoon rainfall (NWISMR) are discussed. These models are
based on the local polynomial based non-parametric regression method. Two predictor sets (SET-1 & SET-II consisting
of 4 and 5 predictors respectively) were selected for developing two separate models for making predictions in April and
late June respectively. Another predictor set (SET-111) was selected for developing model for monsoon rainfall over NW
India (NWISMR). Principle Component Analysis (PCA) of predictor data set was done and the first two principal
components were selected for model development. Data for the period 1977-2005 have been used for developing the
model and the Jackknife method was used to assess the skill of the model. Both the models showed useful skill in
predicting ISMR and showed better performance than the model based on pure climatology. The Hit scores for the three
category forecasts during the verification period by April and June models are 0.65 and 0.66 respectively. Root Mean
Square Error (RMSE) of these models during the verification period is 5.99 and 6.0% respectively from the Long Period
Average (LPA) as against 10.0% from the LPA of the model based on climatology alone. RMSE of the Northwest India
model during the independent period is 11.5% from LPA as against 18.5% from the LPA of the model based on the
climatology alone. Hit score for the three category forecast for NW India during the verification period is 0.55.

Key words — Southwest monsoon, Long range forecasting, Monsoon rainfall,
Regression, Cross validation.

Non-parametric method,

80 years using statistical methods. The first objective

Accurate seasonal forecast of Indian summer
monsoon (June-September) rainfall (ISMR) is an essential
ingredient in the water resource planning, management for
reservoir operations, agricultural activities and flood
emergency responses. The India Meteorological
Department (IMD) has been issuing objective long range
forecasts of the south-west monsoon rainfall for more than

(77)

model was based on statistical correlations, which resulted
from the extensive and pioneering work of Sir Gilbert
Walker (Walker 1923 & 1924). Since then, IMD’s
operational long range forecasting system has undergone
many changes in its approach and scope over the years.
During the period 1988-2002, IMD’s operational forecasts
for the seasonal ISMR for the country as a whole were
based on the 16 parameter power regression and
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parametric models (Gowariker et al. 1989 & 1991).
Following the failure of operational forecast in 2002, a
critical evaluation of the 16-parameter power regression
and parametric models was made and in 2003, a new two-
stage forecasting strategy was adopted with a provision
for forecast update in June (Rajeevan et al., 2004).
According to this new strategy, forecasts for the seasonal
ISMR as a whole are issued in two stages. The first stage
forecast is issued in mid April using 8 parameter power
regression and probabilistic models and an update or
second stage forecast using 10 parameter power regression
and probabilistic model is issued by the end of June along
with separate forecasts for four homogeneous regions
(Northwest India, Central India, South Peninsula,
Northeast India) over India.

In view of the failures of operational forecast during
the two recent drought years (2002 & 2004), efforts were
made to develop the models with improved skill to further
support the forecasting strategy (Rajeevan et al., 2006).
As a part of these efforts, different statistical techniques
were also tested for the development of forecast models.
Many new methods of model development and predictor
selection were adopted. The work presented in this study
is the result of such efforts. Here, we report the results of
model development based on a non-parametric method,
called local regression. This method was adopted and
tested for forecasting ISMR and northwest India summer
monsoon rainfall (NWISMR). In the section 2, we discuss
the data used for this study and in the section 3 we discuss
predictors used for this study. Methodology of the model
development is discussed in section 4. In section 5,
results are discussed and the conclusions are presented in
section 6.

2. Data

The main data set used was the monthly NOAA
Extended Reconstructed Global Sea Surface Temperature
version 2 (ERSST.v2) data at 2° x 2° latitude x longitude
grid (Smith and Reynolds 2004). This data set was
produced based on the Ilatest wversion of the
Comprehensive Ocean Atmosphere Data Set (COADS)
release 2 observations (Woodruff et al., 1998). The
monthly ERSST data are available from 1854 onwards. In
this study, we have used the ERSST.v2 data for the period
from January 1958 to May 2005.

The ISMR data and NWISMR data are taken from
the data records of the India Meteorological Department,
Pune. The ISMR series used was based on the seasonal
(June-September) monsoon rainfall data of all the 36
meteorological sub-divisions of India. The seasonal ISMR
over the country as a whole was calculated as the area
weighted average of seasonal rainfall of all 36 sub-

divisions. The seasonal ISMR was expressed as the
percentage departure from the Long Period Average
(LPA), which is equal to 88 cm. Coefficient of Variance
(CV) for ISMR, is 10%. When the ISMR during a year is
>10% (<10%) of LPA, the year is termed an excess
(deficient) monsoon year. All other years are termed as
normal monsoon years.

The NWISMR series used was based on the seasonal
(June-September) monsoon rainfall data of 9
meteorological sub-divisions of India. For this purpose the
NW India is considered to consist of following 9 sub-
divisions, Jammu and Kashmir, Himachal Pardesh,
Utranchal, West UP, East UP, Haryana, Punjab, East
Rajasthan, and West Rajasthan. The seasonal NWISMR
was calculated as area weighted average of seasonal
rainfall of these 9 sub-divisions. The seasonal NWISMR
was expressed as percentage departure from LPA, which
is equal to 61 cm. CV for NWISMR, is 18.5%. When
NWISMR during a year is > 18.5% (< 18.5%) of LPA, the
year is termed as excess (deficient) monsoon year.

Another data set used in this study was the monthly
reanalysis data of surface sea level pressure and 850 hPa
zonal wind of National Centers for Environmental
Predication (NCEP) (http://www.cdc.noaa.gov/.) The
spatial resolution of the data is 2.5° x 2.5°, latitude x
longitude grid. In addition, we have used the monthly land
surface air temperature (LST) data from 5 Europe stations
obtained from the publication “ Monthly Climate Data for
the world” published by NCAR. These stations are:
Orland, Oslo/Gendermon, Ostursund/Froson, Karlstad and
De Bilt. Monthly mean Nino 3.4 index was obtained from
the web site (http://www.cpc.ncep.noaa.gov/) of Climate
Prediction Centre, NOAA). All the data sets were used for
the period 1958-2005. In addition, we have used the
monthly mean Warm Water Volume (WWV) data over
Pacific (McPhaden 2003, Meinen and McPhaden 2000,
Rajeeven and McPhaden 2004) for the period 1958-2005.
The WWV data available on real time at
http://www.pmel.noaa.gov/tao/elnino/wwv/ were based on
the upper ocean temperature field analysis.

3. Predictors used in the study

As described in the introduction, the main objective
of the paper was to develop new prediction models for the
long range forecasting of seasonal ISMR. This demands
development of two sets of models; one set (useful for the
first stage forecast issued by mid April) and the second set
(useful for the second stage or update forecast issued by
end of June).

For the first stage forecast model, a predictor set
requiring data up to March (SET-I) was used and for the
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Fig. 1. Geographical locations of 8 predictors used for ISMR

second stage forecast model, another predictor set
requiring data upto May (SET-II) was used. Fig. 1 shows
the geographical regions in which these predictors are
defined. The predictors in SET-I and SET-II are listed in
Tables 1 and 2 respectively. SET-1 and Il contain 4 and 5
predictors respectively. One predictor (East Asia Surface
Pressure Anomaly) is common for both the sets. The SST
predictors were derived as the simple arithmetic average
of the monthly ERSST.v2 anomalies over the respective
geographical region. The time periods used for the
averaging are given in Tables 1 and 2. The pressure and
wind predictors were similarly derived from the NCEP
reanalysis data. The LST anomaly over the northwest
Europe was computed as the average of LST anomalies of
5 land stations from Europe (Orland, Oslo/Gendermon,
Ostursund/Froson, Karlstad and De Bilt). The seasonal
tendency in the NINO3.4 anomaly index was computed by
subtracting monthly anomalies averaged over the winter
season (DJF) from that averaged over the spring season
MAM (March to May). All anomalies were computed
using the climatological base period of 1971-2000. One of
the SST predictors (equatorial southeast Indian Ocean) in
the predictor set 1l showed significant warming trend
during the data period. Hence, time series of this
predictor was de-trended by removing the linear trend
fitted for the period 1951-2000 from the time series.

More details of all the predictors in set | and set Il
can be found in Rajeevan et al. (2006). One more
predictor set (SET-111) was identified, which was used for
forecasting of NWISMR. Table 3 shows the details of the
predictors used for forecasting NWISMR. The
relationship of the predictors defined in Set | & Il with
ISMR and Set Il with NWISMR was found to be stable
(C.C. near or above 5% significant level) during most of
the analysis period.

4.  Methodology
4.1.1. Local regression

Local regression was applied in a variety of fields in
late 19" and early 20" centuries (Henderson, 1916). The
current popularity of local regression as a statistical
procedure is largely due to the Lowess/Loess procedure
(Cleveland 1979, Cleveland and Devlin 1988).

Local regression means fitting a regression equation
locally. Suppose x is a predictor and y is predictand and
there are n pairs of data (X; Yi)...... (Xn, Yn). In simple
linear regression an equation of the form y = ax + b
is fitted and the coefficients a & b are estimated based on
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TABLE 1

No. Parameter Period Spatial domain C.C. with ISMR (1977-2005)
Al  North Atlantic SST Anomaly Dec + Jan 20° N - 30° N, -0.48**
100° W - 80° W
A2  East Asia Surface Pressure Feb + Mar 35° N -45°N, 0.64**
Anomaly 120° E - 140° E
A3 Europe Land Surface Air Jan 5 Stations 0.50**
Temperature Anomaly
A4 Warm Water Volume Feb + Mar 5°S-5°N, -0.33
120° E-80° W

*and ** indicate statistical significant at 5% and 1% level respectively

Details of predictors used for second stage forecast (SET-I1)

TABLE 2

No. Parameter Period Spatial domain C.C. with ISMR (1977-2005)
20°N-30°N,
J1 North Atlantic MSLP Anomaly May 100° W - 80° W -0.44*
. . 20°S-10°S,
2 Equatorial SE Indian Ocean SST Feb + Mar 100° E - 120° E 0.49%*
Anomaly
. 35° N -45°N,
3 East Asia Surface Pressure Feb + Mar 120° E - 140° E 0.64%%
Anomaly
5°S-5°N,
J4 Nino 3.4 SST Anomaly Tendency MAM (0) - DIF (0) 170° W - 120° W -0.47*
5 North Central Pacific Zonal Wind Ma 5°N-15°N,
Anomaly at 850 hPa y 180° E - 150° W -0.37*

*and ** indicate statistical significant at 5% and 1% level respectively

TABLE3

Details of predictors used for northwest India model

C.C with NWISMR

No.  Parameter Period Spatial domain (1977-2005)
N1  South Atlantic MSLP Anomaly Jan 35° N -45° N,
60° - 50° W -0.59**
N2  North Atlantic MSLP Anomaly May 17.5-275,
55-42.5°W 0.41*
N3  South Pacific MSLP Anomaly May 12.5-225,
1425 - 150° E -0.49**
N4 North Atlantic SST Jan 22-28°N,
Anomaly 86 - 78° W -0.51**
N5  East Asia Surface Pressure Anomaly Feb + Mar 35-45°N,
120 - 130° E 0.57**

*and ** indicate statistical significant at 5% and 1% level respectively
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JACKKNIFE LOCAL REGRESSION APRIL MODEL
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Fig. 2. Performance of local regression model using Jackknife technique for April forecasts, which used predictors from SET-I

method of least squares. The value of a & b are derived
based on the whole data set and on all the n observations.

Under the theory of Loess, suppose X, is an
observation of x, we consider the interval (X — a, Xo + o)
where a is suitably chosen so as to include the points of x
that lie in the local neighborhood of X, Suppose there are
m such points, now we build up a linear/polynomial
regression model based on these m points using method of
least squares. However a weighted function is defined
corresponding to each observation x, the weight varies
with the distance of x from X, such that more weight is
assigned to closer points. The regression equation is then
developed. When we input x = Xg in the regression
equation, the estimated value of y say y”~, can be
estimated. If polynomial regression form is used only a
second order polynomial is employed. Thus for each point
Xo, @ different regression equation should be worked out.
This technique takes into consideration the non-linear
nature of relation between x and y. Over all model for
local regression is expressed as y; = f (x,) as different from
y = ax + b which is expression for conventional linear
regression .

If there is more than one independent variable the
technique of multiple regression or multiple polynomial
regression could be used.

The underlying model for local regression is

Yi=Tf(x) + e 1)
where X, = (X1, X2, X3y, ..., xp), t=1,2, ..., N.
This is similar to the linear regression model, but the
function f could be linear or nonlinear, and the errors e; are
assumed to be normally distributed with zero mean and
variance 2. The key difference from linear regression is
that the function f is fit ‘locally’ to estimate the value of Y.
The value of the function at any point x; is obtained by

(i) Identifying a small number K = a N, where o ¢
(0, 1) of neighbours to x;

(ii) Fitting a polynomial of order p to the neighbours,
identified from the observations that are closest to x; in
terms of the Euclidian distance or another such metric
(Mahalanobis distance; Yates et al. 2003).

(iii) The fitted polynomial is then used to estimate the
mean value of the dependent variable. The coefficients of
the polynomial are estimated using a weighted least-
squares approach.

The theoretical background of the local polynomial
method is described in detail in Loader (1999), who refers
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JACKKNIFE LOCAL REGRESSION JUNE MODEL
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Fig. 3. Performance of local regression model using Jackknife technique for June forecasts, which used predictors from SET-II

to it as LOCFIT. We have used the same terminology in
this paper.

The step for generating the forecast is as follows:

(i) For a new value of the predictor set, the mean
value Y new is estimated using the LOCFIT approach as
described above

The key parameters to be estimated in the LOCFIT
model are the size of the neighbourhood (K or a) and the
order of the polynomial p. These parameters are obtained
using objective criteria such as the generalized cross-
validation (GCV) function or likelihood function:

)

Where e; is the error (i.e., difference between the
model estimate and observed), N is the number of data
points and m is the number of parameters (predictors). For
a suite of a and p values the GCV function is computed
from Equation (2) and the combination that gives the least
GCV value is selected. For stability purposes, the
minimum neighbourhood size should be twice the number

of parameters to be estimated in the model. If a first-order
(i.e., linear) polynomial is selected, and if the
neighbourhood includes all the observations (i.e., K = N or
o = 1), then results in the traditional linear regression.
Thus, LOCFIT can be viewed as a superset. For
developing the model, we used the software LOCFIT
developed by Loader (1999), which is available on-line
at (http://cm.bell-labs.com/cm/ms/departments/sia/project/
locfit/index.html).

There are some non-parametric approaches for
estimating the function locally. But we have adopted the
LOCFIT technique, which is easy to implement. LOCFIT
has been used for several hydroclimate applications (Lall,
1995), for spatial interpolation of precipitation
(Rajagopalan and Lall, 1998), flood frequency estimation
(Apipattanavis et al., 2005) and Seasonal forecasting of
Thailand summer monsoon rainfall (Nkrintra et al., 2005).

For the Local Regression method, owing to the small
sample size we used polynomial of order 1 (i.e., local
linear fit). Local neighboured size (a) for this study is
chosen as 0.40 for all the models.

4.1.2. Model development period
Various components of the Indian monsoon exhibit

significant inter-decadal variability. Modulation of inter-
annual variability by inter-decadal variability influences
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JACKKINFE LOCAL REGRESSION MODEL FOR NW INDIA
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Fig. 4. Performance of Local regression model using Jackknife technique for northwest India summer monsoon rainfall,

which used predictors from SET-111

predictability of seasonal mean monsoon (Goswami
2005). A recent study by Goswami (2004) revealed that
potential predictability of monthly mean summer
monsoon climate has decreased by almost a factor of two
during the recent decades (1980s and 1990s) compared to
decades of 1950s and 1960s associated with the major
inter-decadal transition of climate in mid 1970s.

Therefore, for the model development, we have used
data from 1977-2005 in this study. Owing to a small
sample size, the Jacknife technique (Crask and Parreault
1977; Tukey 1958) which is most suitable for checking
the model performance when data period is small was
adopted. In accordance with the Jacknife method,
prediction for each of the years (say i" year) within the
given data period of k years was done using the remaining
k-1 years. For example for predictions of year 1977 model
was developed for the period 1978 to 2005 (28 years). For
1978 prediction model was developed using year 1977
and 1979-2005 (28 years) data.

To reduce the dimension of the predictor data set, we
have first performed a Principal Component Analysis
(PCA) and the few (First 2) PCs (principle components)
having highest correlation coefficient (CC) with the

predictand (ISMR, NWISMR) is selected. The selected
PCs are then used as predictors in the regression analysis.

To examine the skill of the forecast models Hit score
for the three category (deficit, normal, excess) forecast
during the verification period was evaluated. Hit Score is
proportion of correct forecasts and is expressed as the
ratio of forecasts in correct category to the total number of
forecasts. In addition, root mean square error (RMSE) and
CC between predicted and actual rainfall also have been
calculated.

5. Results and discussion

The performance of the models for ISMR using the
Jackknife method is shown in Table 4. As seen in the
Table 4, RMSE for the period 1977-2005 of the April
model is 5.99%. RMSE for the June model is 6.06%.
RMSE of predictions based on climatology alone was
10% of LPA. Thus performance of both the models was
far better than that of the model based on climatology.

Fig. 2 shows the actual and predicted ISMR for the
April model based on local regression. Fig. 3 shows the
same for the June model. As seen in Fig. 2, the extreme
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TABLE 4

Performance of statistical models using Jackknife technique (Period 1977-2005)

Skill score LOCFIT MR April  LOCFIT MR June NW India Northwest India
Aprilmodel  model  June model ~ model LOCFIT model MR model

Hit Score 0.65 0.51 0.66 0.67 0.55 0.51

RMSE % of LPA 5.99 6.25 6.0 6.0 115 11.73

Correlation coefficient 0.80 0.76 0.78 0.77 0.73 0.71

Bias -0.85% -0.03% -0.06% -0.08% -0.77% -0.31%

years like 1979, 1982, 1986, 1987, 2002 and 2004 are well
predicted by the model. However in some years, the
performance was not good. In 1983, an excess monsoon
year, the model predicted a slight excess. The model did
not predict large deficiency in 1991 and 1992. However,
April model were able to predict the sign of ISMR every
year after 1996. Two recent drought years (2002 & 2004)
were also correctly predicted by this model. CC between
actual and predicted ISMR for this model is 0.80, which is
statistically significant.

The June model, as seen in Fig. 3 predicted all the
extreme years (1979, 1982, 1983, 1986, 1987, 1988, 2002
and 2004) well. But for the years like 1977, 1985, 1994
(normal monsoon years) actual and predicted ISMR are of
opposite sign. Compared to the April model, June model
showed improved performance in 1983, 1991 and 1992.
From, 1998 onwards, this model was able to predict
correctly the sign of ISMR every year. Further, this model
was able to predict the recent two drought years (2002 &
2004) correctly. CC between actual and predicted ISMR
for the June model is 0.78, which is statistically
significant.

Fig. 4 shows the performance of local regression
model for NWISMR. The extreme years like 1979, 1987,
1988, 2002 and 2004 are well explained by the model.
Model was not able to explain the years like (1989, 1991,
1995 and 1996). From, 1999 onwards, this model was able
to predict correctly the sign of NWISMR every year.
Further, this model was able to predict two recent drought
years (2002 and 2004) correctly. From the Table 4 it is
clear that CC between actual and predicted NWIR for this
model is 0.74, which is statistically significant. RMSE for
this model is 11.5%. RMSE of predictions based on

climatology was 18.5 % of LPA. Thus performance of this
model is far better than model based on pure climatology.

Locfit model was compared with a simple Multiple
Regression (MR) model using the same predictors. The
jackknife method was used to assess the skill of the
models. For the MR model also, first two PCAs of the
predictor set was selected. Table 4 also shows the results
of MR models used for comparison. It is clear from
Table 4 that Hit scores for LOCFIT models are greater
than MR models and RMSE of the model based on
LOCFIT method is lower than MR model, thus suggesting
that LOCFIT models are performing better as compared to
the MR models.

6. Conclusions

Two statistical models were developed using local
regression method, to support the IMD’s two-stage long
range forecasting strategy for ISMR. The April model
was based on a predictor set which used data upto the
month of March to support the first stage forecast. June
model was based on a predictor set which used data upto
the month of May to support the second stage forecast.
For assessing the performance of both the models during
the period 1977-2005, the Jackknife technique was
applied. Both the models showed good skill in forecasting
the ISMR during most of the years considered in this
study. Particularly, during most of the extreme ISMR
years, the predicted ISMR was close to the actual value.
Both models were also able to correctly predict the recent
two drought monsoon years (2002 & 2004). RMSE during
the independent forecasting period for both the models
(used for both the first and second stage forecast) was
relatively smaller than that for model based on
climatology. Hit score of the models are 0.65 and 0.66 for
April and June model respectively. CC between actual and
predicted ISMR during verification period for April and
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June model are 0.8 and 0.78, which are statistical
significant. Northwest India model also showed good skill
in forecasting NWISMR during the verification period.
Hit score of the model is 0.55. This model is able to
capture most of the extreme years. From 1998 onward this
model is able to capture the sign of NWISMR each year.
RMSE for this model is 11.5 % of LPA as against 18.5 %
of LPA model based on pure climatology alone.
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