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ABSTRACT. An advanced statistical forecasting technique, viz., Frontier regression (FR) has been explored to
augment the forecasting capacity in nowcasting of meteorological parameters for aviation flight planning at Chennai airport.
As maritime effects strongly influence weather over a coastal station like Chennai, the model contemplated in this study has
been tried for an inland airport station, viz, Trichy also to assess its efficacy.
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1. Introduction

As the weather and climate affects the day-to-day hu-
man activities, there is an evergrowing demand for weather
forecasts from various sections of the communities such as
aviation and surface transportation agencies, farmers, plan-
ners and agencies concerned with outdoor activities like
tourism, mountaineering etc. Short Range Forecast (SRF)
has a period of validity upto three days. However, when the
period of validity is six to twelve hours, the forecast is called
Very Short Range Forecast (VSRF). Nowcasting is defined
as a detailed description of the current weather and a forecast
for few hours, specifically one to three hours [National
Technical Information Service (NTIS), 1981]. In this con-
text, it may be mentioned that aircraft ‘take-off” forecast and
‘landing’ forecast fall under the category of nowcasting.
Aircraft’s take-off gross weight (TOGW) depends on sur-
face temperature, pressure altitude (in turn surface pressure),
surface wind at the time of take-off [India Meteorological
Department (IMD), 1974]. An error beyond the permissible
limit of forecast accuracy causes not only monetary losses
to the airlines agencies but also has impact on passengers

and cargo shipment indirectly. Hence the take-off forecast
assumes socio-economic implications. International Civil
Aviation Organization (ICAO) has set a target on operation-
ally desirable accuracy of take-off forecast, viz., in atleast
90% cases, the forecast absolute error (A.E) should be

within 1°C, 1hPa, 30° in respect of surface temperature,
pressure and wind direction respectively (ICAQ, 1995).

The classical (statistical) methods are viable and useful
for nowcasting since the numerical weather prediction
(NWP) model output is not available with sufficient accu-
racy or promptness (Doswell, 1986; Wilks, 1995). For every
short duration say 1 to 3 hrs. (IST), objective (statistical)
prediction techniques using classical methods may work
better than subjective (synoptic) methods (WMO, 1969;
WMO, 1992). Till such time an efficient, quantitative, loca-
tion specific LAM is operationally feasible with minimum
computing requirement at field stations, it is desirable to
develop classical methods to meet the operationally desir-
able forecast accuracy target set by ICAO.

Meteorological statistical forecasting generally re-
quires the application of multivariate analyses with more
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TABLE 1
Comparative performance of forecast of three hourly surface temperature within an absolute error 1°C and pressure
within an absolute error 1 hPa at Chennai and Trichy airport, 1988

Season Temperature

Pressure

Pers AR Win

MR

Pers AR

(a) Chennai airport

78.2
70.0
57.1
703

79.8
70.2
571
63.3

65.2
61.0
545
52.1

Winter
Hot-weather
Monsoon
Post-monsoon

79.8
70.7
56.5
66.7

70.3
61.8
59.1
62.2

(b) Trichy airport

80.6
59.6

64.3
56.4
554
62.3

77.1
57.7
60.8 66.7
74.8 76.9

Winter
Hot-weather
Monsoon
Post-monsoon

79.8
56.4
643
76.9

748
65.7
64.4
68.8

Note: Pers - Persistency ; AR - Auto regression

Win - Winters' exponential smoothing; MR-Multiple Regression

Winter= January-February; Hot-weather = March-May;

Monsoon= June-September; Post-monsoon = October-December

TABLE 2
Results of dimensionality analyses of standardised and seasonal differenced temperature and pressure series, 1984-88

Embedding
dimension
considered

Season Time-shift

Dimension at which
saturation
occurred

Fractal
dimension

No. of vanables required for modelling

Minimum Maximum

Chennai airport - Temperature

37
68
38
40

35
66

Winter
Hot-weather
Monsoon

Post-monsoon 38

4492
3.836
7.230
5934

35
66
36
38

Chennai airport - Pressure

48
59
4
56

Winter
Hot-weather
Monsoon
Post-morisoon

Winter
Hot-weather
Monsoon
Post-monsoon

64
40
43

Trichy airport- Temperature
44

1.719
3.543
3.980
2.590

46
57
42
52

6.229
6.448
5.724
7.654

Trichy airport - Pressure

49
74
59
70

45
71
54
64

Winter
Hot-weather
Monsoon
Post-monsoon

2.233
3.878
3.843
4.095

Note: Total number of data points used to estimate dimensionality are:
Winter-2336; Hot-weather & Post-monsoon-3640; Monsoon-4640.

number of variables. As such the application of multivariate
analysis requires enormous computing power to handle
large data matrices. Of course with the technological im-
provement in computing speed and data handling capacity
from early 1960s, statistical applications to meteorology
grew rapidly, classical forecasting methods may be useful
for the first 6 to 12 hrs (IST) of forecast, as meteorological
variables such as temperature, pressure etc. exhibit strong
persistency (WMO, 1992) with short time span. An attempt
has been made in this paper to explore the applicability of
univariate, multivariate regression techniques to nowcast

surface temperature and pressure at Chennai and Trichy
airports in Tamilnadu.

2. Data used

The 3 hourly surface observations in respect of Chen-
nai, Trichy, Madurai, Coimbatore, Thiruvananthapuram,

Cuddalore, Tondi, Nagapattinam ( locations shown in
Fig. 1) for the period 1984 to 1988 have been obtained
from the National Data Centre (NDC), India Meteorologi-
cal Department (IMD), Pune. The surface data of Chennai
and Trichy for the year 1995 have also been used for
validating the models developed based on 1984-87 data.




Map showing locations of stations whose data have been
considered in the study.

Fig. 1.

3. Method of analysis
3.1. Univariate analysis

As the meteorological variables exhibit high degree of
persistency, univariate statistical schemes like correlogram
analyses, auto regressive / moving average processes and
exponential smoothing and filters have been attempted to
nowcast surface temperature and pressure. Winters’ three
parameters linear smoothing (Winters, 1960) which ac-
counts for trend, seasonality and randomness in the series
have also been attempted. Analyses reveal very little im-
provement over the (operationally viable) method of clima-
tology and persistency. ICAQO’s operationally desirable
forecast accuracy could not be met through these methods.

(Table 1).
3.2. Multivariate analysis

Linear multivariate regression analysis has also been
carried out after carefully selecting the predictors based on
the physical and statistical relationships they have with the
predictands. For this purpose, data of the nearby stations
have been considered and the method of forward screening
has been employed. The results obtained through multiple
regression (MR) has been tabulated in Table 1. However,
in this case also, the desirable efficiency could not be
achieved.

3.3. Method of deterministic chaos

As the efforts put on the univariate and multivariate
analyses have not been commensurate with the benefits of
such efforts, this complex dynamical system have been
theorised into the theory of deterministic chaos. Dimension-
ality analysis have been conducted based on Grassberger
and Procaccia (1983) algorithm to estimate the dimensions
of attractors. In order to avoid spurious results, Ruelle’s
(1990) inequality on the minimum number of data points
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have also been taken care of. To ensure independency of the
data points for the computation of correlation integral, the
three hourly data have been standardised, seasonal differ-
enced (length of seasonality 8). The results (Table 2) indi-
cate that the surface temperature so also pressure system
have low order fractal dimensions suggesting feasibility of
modelling and the slow convergence suggests a large num-
ber of variables neded for modelling. Variability of mini-
mum and maximum number of parameters needed for
modelling between a coastal and an inland station have also
been brought out from this computation explaining
mesoscale variability of weather parameters. As the time
tested conventional univariate and multivariate analyses did
not meet our requirements, the recent regression model, viz.,
frontier regression has been explored.

3.4. Frontier regression (FR)
3.4.1. Background of stochastic frontier functions

The classical regression equation provides the expected
value of the dependent variable (Y) for given values of the
explanatory variables [X= (xy, X2, .. ., Xg)], included in the
equation. Frontier regressions are basically meant for esti-
mating the maximum or minimum value of Y for given X.
The literature on frontier analysis, generally indicates two
types of approaches for identifying extremal value of ¥ for
given X. One, the non-parametric approach, wherein no
distributional assumptions are made in the identification of
a frontier on which the extremal is located. Data envelop-
ment analysis is one such method. The second is a paramet-
ric approach, wherein the equation to be fitted is assumed
to have a negatively skewed error term. To be specific, the
general model for frontier regression, under this approach is
given by

Yi=f(x1i, X20.%30 oo Xpi) +1 § (1)

where Y; is the predictand at i time period (i=1,2,3..,
N) and m; has two components, one being a symmetric
random variable and the other a non-negative random vari-
able. In practical situations, one assumes

Ni=vi- U 2

where (v;} are independent and identically distributed
(i, i, d) random variables with mean zero and variance gv°
and (u} are i, i, d (independent of v's ) half normal with
common density

2
g(u,cu)=ﬁno_ exp(—uz/Zoﬁ) (3)

u

so that 7 is negatively skewed. In Economics analysis the
interest is in the measurement of the departure of Y from its
maximum of [f (x14, , ....xki) ] in order to provide an index of
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inefficiency of the i ™ unit. In fact the index of efficiency of
the i™ unit is given by

TE (1) = Yilf (x1iy oo ki) (4)
3.4.2. Linear stochastic frontier equation

The stochastic frontier function has been proposed for
cross- sectional (multilevel) data. In the linear specification
of fin (1), one has

Yiu=Bo+xuB +(vi-up)i=12...N);
(1=12, i, T) (5)

where yj; is the " value of dependent variable at M time
period. xj; is (k x1) vector of predictors at ™ time period.

B is a vector of unknown parameters.
v;; are random variables which are assumedtobe i, i,i,d

N (0, cr2 )Jand independent of the w« ; which are non-
negative random variables an assumed to accoun for inef-
ficiency in the " dependent value at time r and u;, = [u; exp
{-n (+-7)}] and 7 is to be estimated.

The problem of estimation of parameters of the model
in (5) has been excellently described in Coelli (1993) and
Greene (1993), Coelli (1996) provides a computer pro-
gramme, which can be freely downloaded from Internet, that
would provide maximum likelihood estimates (MLE) of the
parameters of (5), under many other options, such as allow-
ing truncated normal/half-normal distribution for u;. In
order to calculate the MLEs, parameterization of oZ and

2 2 2 2 2
oy has been attempted by o =c;+0cy and v =0y /
(o2 +07 ). The parameter V lies between () and 1 and thus
this closed interval [0,1] can be searched to provide a good
starting value for use in an interactive maximization process
using Davidon-Fletcher-Powell Quasi - Newton algorithm
(Battesse and Coelli, 1992). The computer program gives a
three step procedure in estimating the unknown §§ parame-
ters of the stochastic frontier functions, viz., (¢) ordinary least
square (OLS) estimates, (ii) a two -phase grid search of B is
conducted with parameters (except Bo) set to OLS vaiues
and the o & o’ parameters adjusted according to the cor-
rected OLS formula. Grid search is conducted across the
parameter space of v. Values of B are considered from 0.1
to 0.9 in steps of 0.05. The grid search aims at extreme value
of predict and for each set of predictors at a given point of
time. (iif) The value selected through grid search are used as
starting values in the Quasi-Newton iterative procedure 1o
obtain final MLEs. Detailed procedure for computing the
MLEs have been described in Himmelblau (1972). The
computer programme provides the covariance matrix of
explanatory variables, final MLEs of B's, and technical
efficiencies for each unit besides significance of regression
coefficients.

3.4.3. Frontier regression in forecasting weather pa-
rameters

It is important to note that frontier regression are pri-
marily meant for identifying extremal values of ¥ for a given
value of (x1, x2,.....x). Since the classical regression analysis
did not provide forecasts with desired accuracy, our interest
was to try other estimating devices, which can perform
better than the classical regression analysis. It is that curios-
ity that set us on to FR model. The three hourly synoptic data
has been transfered as cross-sectional data proposed in FR
model by taking =0000, 0300, 0600, ...2100 UTC and
i=1,2,3,....N (number of days in each season). One can
estimate the expected value of Y given X, using

EYi:X=x)) f(x)=— E(ui:X= xj) (6)

since E (v; : x) is assumed to be zero. Under the half
normal assumption on , it can be verified that

E(r:;:x=x;)=5(,,i)=0“[\(f) 0

Using the maximum likelihood estimates provided by
the software, we propose the predicted value of Y for given
X, as given by (7) on substituting the MLEs of the parame-
ters. It may be noted that in the classical regression analysis
E (Y : X=x; ) i1s linear in Y, while estimator through (7) is
non-linear in ¥ (since o, is involved on its right hand side).
Further with the inclusion of gy in the predicted value, the
degree of skewness in the data has also been taken into
account.

4. Selection of predictors
4.1. Identification

Based on the physical relationships between the tem-
perature (7) and pressure (P), which in turn are related with
the other meteorological variables like water vapour (mois-
ture), wind etc through equation of state, equation of conti-
nuity and conservation of mass etc, the following potential
predictors have been identified. Temperature related predic-
tors have been described here explicitly and similar defini-
tions will hold good for pressure related predictors also,
simply by interchanging ‘7" by 'P". It may be remembered
that each data point is separated by a time period of 3 hours
(IST) (i.e). Lag 1 refers to the data observed three hours
before, Lag 8 means the data observed 24 hours (IST)
before.

(1) As the weather parameters normally have persist-
ence, the corresponding value of temperature at the same
time period (1), say 0000,0300,0600,....2100 UTC of the
previous day (i.e. with a lag of 8 periods) has been identified
as one of the potential predictors and it is defined here as
TLLAGS8 which can be expressed as 7(t-8).
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TABLE 3
Performance of frontier regression in forecasting surface temperature and pressure within
an absolute error of 1°C and 1hPa at Chennai airport, 1988

Winter Hot weather

Monsoon Post-monsoon
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S.D. - Standard deviation , Eff - Efficiency, RMSE- Root mean squared error
TABLE 4
Performance of frontier regression in forecasting surface temperature and pressure
within an absolute error of 1°C and 1hPa at Trichy airport, 1988

Winter Hot weather Monsoon Post-monsoon
S.D. Eff RMSE S.D. Eff RMSE S.D. Eff RMSE S.D. Eff RMSE
(a) Surface temperature
0000 1.45 716 0.93 1.95 61.1 1.35 1.21 70.8 0.97 1.78 68,9 1.11
0300 1.17 81.0 0.75 1.95 744 0.83 1.44 74.2 0.84 1.67 76.7 1.10
0600 1.47 72.4 0.86 2.29 60.0 1.70 1.95 63.3 1.23 1.94 65.6 1.35
0900 2.10 84.5 0.71 283 63.3 1.91 223 59.2 1.18 239 70.0 1.53
1200 2.34 79.3 0.82 292 50.0 2.15 270 5.5 234 2.33 64.4 1.58
1500 1.55 79.3 0.77 2.83 656 1.92 220 558 2.19 1.82 78.9 1.13
1800 1.28 87.3 0.69 2.00 71.1 1.16 1.77 75.8 1.30 1.75 88.9 0.84
2100 1.27 724 0.87 2.05 633 1.14 1.44 n.a7 1.22 1.77 74.4 1.08
(b) Surface pressure
0000 2.25 70.7 0.90 2.86 66.7 0.9 2.07 64.2 1.15 241 72.2 1.02
0300 2.35 93.1 1.11 2.81 85.6 0.89 1.76 85.8 0.72 242 96.7 0.50
0600 2.11 96.5 0.44 2.90 87.8 0.78 1.65 89.2 1.15 244 933 0.58
0900 2.05 91.4 0.54 2.86 922 0.56 1.28 90.8 0.74 239 96.7 0.57
1200 2.28 93.1 0.56 2.79 80.0 0.84 1.34 87.5 0.87 2.59 96.7 0.52
1500 237 93.1 0.70 2.56 844 0.69 1.46 82.5 0.85 2.40 933 0.59
1800 2.05 93.1 0.61 275 90.0 0,61 1.69 88.3 0.67 2.33 96.7 0.63
2100 2.12 74.1 1.22 2.66 711 1.03 1.28 60.8 1.18 2.68 77.7 1.10

S. D. - Standard deviation, Eff - Efficiency, RMSE- Root mean squared error

(if) In order to study as to how the difference in the
temperature of the previous time period from its correspond-
ing value of a day before influences the change in tempera-
ture value for the time period being studied, ‘TLAGID’
has been constructed. Mathematically, TLAGID = T (¢-1) -
T (1-9).

(#if) To account for the effects of relative humidity
(RH) and vapour pressure (VP) at a previous time period
(just three hours before) over the temeprature at any specific
time, the RH, VP parameters have been considered. RH and
VP are defined as RH = RH (¢-1); VP = VP (t-1).

(iv) The surface wind is resolved into zonal component
(denoted usually by ‘U’) and meridional component (de-
noted by (‘V’). As the warm/cold air advection will
modify the weather parameters, the effects of U/ and V
components of wind at a previous time period are also

considered as ULAGI1 and VLAG] which are defined as
ULAG1 = U(t-1) ; VLAG1=V(-1).

(v) As the weather parameters of neighbouring stations
may affect weather over a place, correlation matrices have
been constructed for temperature and pressure of Chennai
with the related weather parameters of Trichy, Tondi, Na-
gapattinam, Madurai and Trivandrum (which will be dis-
cussed in section 4.2). However, the signal was found good
only from Trichy, presumably due to its nearness and fa-
vourable atmospheric flow pattern in most of the seasons.
The teleconnections between the weather parameters of
Chennai and Trichy are also considered and the variables
have been described almost in the same style defined above
but by suffixing “TR" to denote these parameters pertaining
to Trichy, (i.e)

LAGIDTR= T (#-1) - 7(#-9) of Trichy
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TABLE §
Comparative performance of frontier regression with the method of persistent in forecasting surface temperature and
pressure within an absolute error of 1°C and 1hPa at Chennai airport, 1995

Time (UTC) Winter Hot weather Monsoon Post-monsoon
Pers FR Eff Pers FR Eff Pers _FR Eff Pers FR Eff
(a) Surface temperature
0000 67.2 67.8 86.7 85.6 61. 56.7 75.0 68.9
0300 724 85.7 783 75.6 56.6 61.7 60.9 55.6
0600 70.7 68.4 67.4 63.3 63.9 74.2 67.4 65.6
0900 759 76.7 66.3 60.0 54.1 57.5 64.1 65.6
1200 84.5 87.5 79.4 78.9 50.8 533 64.1 75.6
1500 75.9 91.1 90.2 522 533 542 63.0 70.0
1800 65.5 78.9 82.6 86.7 47.5 54.2 66.3 82.2
2100 70.7 63.2 80.4 76.7 51.6 542 728 74.4
( b) Surface pressure
0000 87.9 71.2 64.1 64.4 61.5 60.8 68.5 68.9
0300 828 98.2 67.4 97.8 66.4 90.8 na 93.3
0600 86.2 100.0 60.9 933 65.6 933 67.4 97.8
0900 86.2 96.5 53.3 922 64.8 93.3 69.6 92.2
1200 79.3 96.5 59.8 944 66.4 85.8 70.7 933
1500 724 T7d 59.8 91.1 68.9 84.2 70.7 94.4
1800 81.0 96.1 554 86.7 66.4 81.2 72.8 92.2
2100 79.3 78.9 63.0 62.2 65.6 65.8 63.0 64.4
Pers - Persistency ; FR Eff- Frontier Regression efficiency
TABLE 6

Comparative performance of frontier regression with the method of persistent in forecasting surface temperature and
pressure within an absolute error of 1°C and 1hPa at Trichy airport, 1995

Time Winter Hot weather Monsoon Post-monsoon
(UTC) S
Pers FR Eff Pers FR Eff Pers FR Eff Pers FR _Eff
(a) Surface temperature
0000 65.5 67.8 064.1 62.2 66.4 825 64.1 61.1
0300 67.2 66.1 65.2 68.9 77.1 81.7 674 678
0600 70.7 71.4 65.2 67.8 639 72.5 66.3 57.8
0900 67.2 67.8 55.4 66.7 54.9 70.0 64.1 644
1200 67.2 75.0 57.6 511 443 60.0 67.4 633
1500 70.7 64.3 53.3 533 41.8 65.8 63.0 65.6
1800 60.3 71.4 62.0 767 475 96.7 56.5 74.4
2100 69.0 66.1 10.7 68.9 59.0 75.0 75.0 711
(b) Surface pressure

0000 91.4 86.0 77.2 70.(? 64.8 65.0 79.4 74.4
0300 86.3 100.0 75.0 87.8 69.7 90.0 75.0 989
0600 86.2 947 70.7 96.7 72.1 90.0 75.0 91.1
0900 845 100.0 66.3 94.4 70.5 90.0 78.3 88.9
1200 759 98.3 58.7 85.6 65.6 925 71.9 93.3
1500 81.0 91.2 64.1 86.7 63.9 90.8 76.1 86.7
1800 776 94.7 64.1 86.7 73.0 89.2 75.0 94 4
2100 87.9 82.5 o na 68.9 71.3 66.7 70.7 70.0

Pers - Persistency : FR Eff - Frontier regression efficiency

1l

UTR
RHTR

(vi) The departure of temperature from its correspond-
ing value at the same time period a day before has also been
considered. It is denoted as TANOM and defined by

TANOM = T(1)-T(+-8). However this parameter has
been used as predictand as will be explained in section4.2.

Few other predictors like previous 3/6/12/24 hrs (IST)
trend of the same station as well as that other stations have
also been considered. But the results are not discussed here
since their efficacies are either below and/or on par with that
obtained through the predictors described above.

U(t-1) ; VTR =V(1-1) of Trichy

4.2, Selection

Matrices of correlation coefficients (CC) between tem-
perature (so also for pressure) of each sub-period and their

RH (r-1) ; VPTR = VP(r-1) of Trichy.

potential predictors for all seasons in respect of Chennai and
Trichy have been constructed. Those predictors which have
physical and statistical reiationship (taking care of multicol-
linearity) with temperature and pressure have been chosen
for each sub-period and for each season for modelling. In
order to lessen the degree of multi-collinearity, the predic-
tand i1s chosen as TANOM rather than 7(r). Under this
arrangement, we achieve not only parsimony in regression
variables but also explore a new horizon to look at the
predictand as deviation from its corresponding value of the
previous day and not the predictand and specific time. Once
TANOM [i.e. T(r)- T(r-8)]is predicted, 7(s) can be casily
calculated by simply adding the known value T{(¢-8) which
is the temperature of the previous day at the forecast hour.
For predicting weather parameters of Chennai, all predictors
listed in para 4.1 have been considered. In a similar way, for
predicting temperature and pressure at Trichy, in addition to
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predictors based on past data of its own, lagged variables of
temperature, pressure, RH, VP, U and V components of
Chennai have been considered. As such, we have devel-
oped 8 model equations of varying number of predictors
separately for temperature and pressure for each season
corresponding to each sub-period (0000,0300, . ., 2100
UTC) for each station.

5. Results of FR models

The computer program developed by Coelli (1996) has
been used for computations. The data pertaining to the
period 1984-87 have been used for developing model coef-
ficients and that of 1988 have been used for verification. The
model coefficients are obtained through OLS, GRID search
and MLE methods. The MLEs are estimated through itera-
tive procedures taking the values obtained through GRID
search as their initial (starting) values. The regression coef-
ficients are tested for their significance through ‘¢’ test. As
stated already, since we want to forecast the weather pa-
rameter as close as possible to the actual and are not inter-
ested in maximizing the weather parameter, the estimated

value of u, viz., Y o o y has been deducted from the output

obtained (to be specific, from the constant term of the
regression equation) through MLE method. The FR models
estimate the regression coefficients through entirely new
concepts on estimation theory which can not be ordinarily
obtained by the method of OLS. Nevertheless, the root mean
squared errors (RMSE) of MLE methods are lower than that
of OLS and GRID methods. It is this feature that attracted
us to propose a new estimator based on FR model.

The model efficiency in predicting temperature and
pressure during 1988 at Chennai and Trichy within an
absolute error of 1°C and 1 hPa respectively, RMSE for all
subperiods of all seasons are furnished in Tables 3 and 4
respectively. The model RMSE is very much comparable
with that of the standard deviation (SD) indicating the
suitability of the model. Nowcasting surface pressure at
Chennai and Trichy through FR models has met the ICAO
standard of take-off forecast in many sub-periods. However
in forecasting surface temperature, FR model efficiencies
are lagging behind the desirable accuracy standards in many
sub-periods. It has also been seen that the efficiency of the
FR model in predicting temperature and pressure within
the prescribed error limit is better than the method of per-
sistency, Winters' exponential smoothing and AR proc-
esses. However the desired standards of accuracies set by
ICAO have not been fully achieved even through this model
for different time periods of various seasons. Performance
of the model in comparison with the method of persistency
for the year 1995 has been summarised in Tables 5 and 6
and pictorially depicted in Fig. 2. The model has performed
well in many sub-periods of different seasons in comparison
to the method of persistency which is normally used by
operational meteorologists.

TABLE 7
Empirical temperature correction factors for low clouds

Clouds oktas 3 hours before Correction factor (°C)

0 0.0
s2 0.1
<4 0.2
25 03
27 0.4

5.1. Incorporating stability criteria in FR models

Pasquill’s stability classes as modified by Turner
(1964) have been worked out with a view to analyse the
cause (s) for the low efficiencies in predicting temperature
between 0600 and 1200 UTC from March to December. It
has been observed by Suresh (1998) that the between month
unstable category frequencies have large variation during
morning hours of post monsoon season due to varying
nature of early morning precipitation and dissipation of
clouds. Moreover, the time of onset of sea breeze over
Chennai during hot weather and monsoon seasons is quite
uncertain and it has the modifying effect of temperature
between 2 and 4°C (Atkinson, 1981; Bhaskar Rao et al.
1984) which causes inaccuracy in prediction of temperature
at 0600 and 0900 UTC. The computed stability classes, after
being assigned with some empirical values, were also used
as predictors to ascertain the improvement in forecast. But
this approach did not yield satisfactory results.

5.2. Inclusion of cloud amounts and heights

As clouds scatter the visible (VIS) radiation and absorbs
the infrared (IR) radiation, the day and night temperature are
considerably modified by the cloudy weather conditions.
The scattering of solar radiation (of the form VIS) by the
clouds modify the albedo (which is defined as the ratio of
reflected solar radiation to the incoming solar radiation).
The absorption of terrestrial radiation (of the form IR) by
clouds enhances the greenhouse effect. It is assumed that the
presence of low clouds at time ¢ will modify the temperature
at time (#+3) where r=0000,0300, 0600.,...,2100 UTC. The
modification due to the presence of clouds, specifically low
clouds, is positive (negative) during night (day) where of
radiation from earth surface is of the form IR. Such correc-
tions factors (based on the data of 1984 to 1987) for low
clouds of varying base heights have been worked out em-
pirically. The FR forecast for the next sub- period was recast
for hot weather season over Chennai and Trichy. The cor-
rection factor was subtracted from the FR model outputs for
the forecast period 0600,0900 and 1200 UTC and added in
rest cases. The correction factors for low clouds whose base
heights are less than or equal to 999 m above surface have
been given in Table 7.

The FR temperature forecast during hot weather season
is furnished in Table 8. Though an improvement in efficien-
cies was of the order, a maximum of 4.4% in respect of
Chennai and 7.8% in respect of Trichy, reduction in effi-
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Figs. 2 (a&hb). Forecasting surface temperature and pressure at (a) Chennai and (b) Trichy airport duning 1985

ciency to the same extent, as that of improvement due to
incorporation of correction factors, also could be seen in
some cases. Hence, it has been decided not to take this
empirical correction factor into consideration as the inclu-
sion of this parameter in this statistical model does not
improve the efficiency.

6. Summary

The FR models are normally designed for estimating
the maximum output for a given set of input and the regres-
sion coefficients are interatively estimated through MLE
approach by following certain assumptions on the ‘error
term’ of the ordinary regression model. However, in this

paper a new estimate for the constant term of the regression
equation has been proposed by subtracting estimated value
of one of the error terms considered in the model from the
value of the constant term of the model. The salient features
of FR model in forecasting surface temperature and pressure
at Chennai and Trichy airports are summarised below.

(1) The efficacies of the FR models are far better than
that could be obtained from the method of persistency, auto
regression and Winters' three parameter exponential
smoothing, except for a very few sub-periods.

(i) As the likelihood ratio test and ‘t' test of signifi-
cance of the regression coefficients indicate the suitability
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TABLE 8
Efficacy of frontier regression in forecasting surface temperature within + 1°C error at Chennai and Trichy airport during hot
weather season, 1988 by incorporating correction for low clouds

Time Frontier regression model efficiency Efficiency after incorporating corrections for low clouds
(UTC) OLS GRID MLE OLS GRID MLE
Chennai airport
0000 722 633 722 70.0 578 71.1
0300 71.1 62.2 71.1 722 64.4 71.1
0600 70.0 556 72.2 71.1 60.0 733
0900 578 333 55.6 55.6 36.7 556
1200 73.3 62.2 722 733 64.4 71.1
1500 81.1 70.0 81.1 80.0 733 822
1800 85.6 85.6 87.8 87.8 87.8 878
2100 678 62.2 67.8 70.0 60.0 68.9
Trichy airport

0000 61.1 46.7 61.1 622 444 622
0300 74.4 70.0 74.4 718 66.7 76.7
0600 60.0 56.7 60.0 61.1 556 61.1
0900 64.4 40.0 63.3 62.2 46.7 66.7
1200 51.1 26.7 50.0 50.0 333 489
1500 65.6 47.8 65.6 66.7 489 66.7
1800 67.8 71.1 60.0 70.0 700 67.8
2100 63.3 57.8 633 66.7 57.8 67.8

OLS - Ordinary least square method : GRID - Grid search method ; MLE - Maximum likelihood estimator method.

of the model coefficients, it is plausible to select the best
mode! for forecasting the weather parameters.

(iti) Incorporation of stability classes and cloud charac-
teristics in the FR model did not improve the forecast
efficiency significantly.

(iv) The efficiency in forecasting surface pressure
through this model is almost close to the target set by ICAO.
However in respect of the surface temperature forecast, the
efficiency varies from 43.3 t0 94.8% (51.1 to 88.9%) during
different time period of various seasons at Chennai (Trichy).

7. Conclusions, limitations and future work

The models proposed in this study are simple, parsimo-
nious and operationally feasible. The models for predicting
surface pressure have almost met the target set by ICAO on
operationally desirable accuracy of forecasts. However for
nowcasting surface temperature, desired efficiency is yet to
be achieved even through FR. As such, till such time opera-
tionally viable NWP models are developed to nowcast sur-
face parameters, models contemplated in this study can be
used. Further evaluation of the models may given greater
satisfaction for their operational utility. Hence, real time
evaluation of the models proposed in this study may have to
be done with utmost carc in view of the aircract safety
implications. None of the models attempted could forecast
the surface wind direction within the permissible error limits
prescribed by ICAO albeit the wind speech could be forecast

by few models within the error limits. Further analysis on
vector wind is being attempted.
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