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On the use of entropy in Markovian model of rainfall
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ABSTRACT. A statistical study of the annual rainfall data at Cooch Behar district during the period
1901 to 1988 has been undertaken by using Markov chain model. One step 3 » 3 Marcov chain model has been
used in this study. The outcomes of the model reveal normal, bad and good year of rainfall at the two stations
of this district. The hypothesis of independence has been tested on the usé of entropy and it has been verified
using likelihood ratio criterion. The results of the two methods are the same-that the yearly rainfall occurrence

may be regarded as independent at the two places of the district.
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1. Introduction

In the past decades, numerous authors utilizing sto-
chastic model have presented the analysis of precipita-
tion data for different places. With respect to this
precipitation phenomenon, a major trust of this stochastic
approach has been used to predict the behaviour of spell
distribution and subsequently weather cycles under the
validity of Markovian assumption. Mostly the work in
this direction is confined to the two-state Markov chain
model, considering only two phases of precipitation phe-
nomenon, i.e., wetting and drying. But, it is also natural
to consider that some annual rainfall occurs around the
normal or average rainfall over a long period of rainfall
time series.  Considering in this context, three outcomes,
i.e., normal, bad and good year of rainfall have been
utilized here to develop the stochastic model. The Mar-
kov chain model. in terms of rainfall occurrence, has
been considered to test the hypothesis of independence
by likelihood ratio criterion or multinominal analogy.
But the concept of entropy may also be applied to test
the  hypothesis of independence against Markovian de-
pendence.

(75)

The present study is intended to test the hypothesis of
independence of Markov chain model which is based
upon the concept of entropy as well as the likelihood
approach.

2. Data used

In this study, the 88 years (1901-1988) of annual
rainfall data have been used for the two ruingauge
stations, Cpoch Behar and Dinhata. Eleven years moving
average method has been upplied to obtain the missing
monthly data.

3. Methodology

For the purpose of the present study the annual rain-
fall data are standardised by subtracting the mean and
dividing by the standard deviation of the climatic time
series. The standardised data would have high positive
and negative values for the good and bad rainfall years
respectively. The moderate positive and negative values
would indicate the normal years. So, the standardised
data have been used to identify the normal, bad and
good years of rainfall of the two raingauge stations,
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Cooch Behar and Dinhata. The standardised values
are used to classify the intensity of rainfall vears as
follows :

—0.49 to +0.49 Normal vear (N)

—0.50 to —4.0 Bad year (B)

+0.50 to -4 0 Good vear (G)

Similar method has been used by Ogallo (1986) to
identify the climatic fluctuations.

The three states of rainfall (normal, bad and good) are
the exhaustive and mutually exclusive states of Markov
chain model at any time. We also assume that the chain
is ergodic which is necessary to provide the asymptotic
normality of the frequency counts which yields the asym-
ptotic distribution of the likelihood ratio
The mode of classification of annual rainfall yield
the'nine cell frequencies which are regarded as the

three-state Markov chain. So, each year may be classi-
fied as one of the following nine possibilities

statistic,

Classification of vearly rainfall Probability ( pi)
(i) A normal year preceded by a normal year P
(ii) A normal year preceded by a bad year P s

(iif) A normal year preceded by a good year P 4

(iv) A bad year preceded by a normal veur P 4
(v) A bad year preceded by a bad year P ooy
(vi) A bad year preceded by a good year P

(vii) A good year precedcd by a normal year P
(viii) A good year preceded by a bad year P g

(ix) A good year preceded by o good year P g

Thus the nature of annual rainfall is classified as one

of the nine possibilities depending upon the nature of

previous year’s annual rainfall (ignoring the initial year’s
annual rainfall). Repeating this process, each cell [ve-
quency is obtained. But the cell frequencies ol the nine

possibilities are denoted by ny

where, / & [ €S, S (I, 2, 3)
S is the. state-space. And the transition is,

i <.

These cell frequencies are arranged in a form ol matrix
for each annual rainfall series separately.

The transition probabilities (p;) are obtained by divi-
ding the frequencies of one state of occurrence to the
total frequency of that state of occurrence. The maxi-
mum likelihood method has been applied to obtain the
estimation of each transition probability.

So, one step 33 transition probability matrix
has been formed for each of the rainfall time series. This
Is 3% 3 square matrix with non-negative element and
each row sum is equal to unity.

Same method has been applied to estimate the pro-
bability of individual state of occurrence (p;) and is
given by

Py = ”i
"
Z n

i

where, »n

The mathematical model of Shannon has been used
Lo measure the entropy of the stationary or initial
probability as well as the transition probabilities of the
respective informatrices as suggested by Theil (1973)
and Bhattacharya and Waymire (1990).

The entropy of the stationary distribution is, H,

Hy =— Z pi log py
i

The entropy of the pair observations is,
P) p

H, ZI—’.‘ pilog (pi pi)

ij

The values of p;und p; are estimated by maximum likeli-
hood estimators as mentioned earlier.

It the sequence of the random variables are indepen-
dent against Markovian dependence, ie..
Hy : py—pithen we have,

Ha—2H,

The procedure have been suggested by Basawa and Rao
(1980).

The accuracy and validity of this technique have
been verified using the likelihood ratio criterion. The
hypothesis of independence of annual rainfall, of the
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TABLE 1

Measure of entropy and T, values

Variable Cooch Behar
H, 0.40
H, 0.79
H,— 2H, .01
T, 2.61 (NS)

Dinhata
0,407
0.80
.01

2.45 (NS)

NS — Not significant

two stations within the stationary Markovian dependence
has been tested by the following likelihood ratio criterion:

which hasthe limiting Chi-square distribution with
(m—1)* degree of freedom. And the test statistic 7,
has been regarded as the appropriate test of indcpen-
dence against Markovian dependence (Medhi 1983).

4. Results and discussion

The transition matiices are so obtained from the
two climatic time series. The matrices, p, (¢) and

Pij (d) for Cooch Behar and Dinhata respectively ale
given below :

| N B G N B G
| .13 .62 .25 ‘.IEI 50 12 |
pi(¢) J‘ 06 .48 46 | pild)= | 0 .52 .38
o2 6l .27 | .08 .41 5]

The probabilities of individual state of occurrence
for the two stations are presented by p,(c) and pid)

respectively. These are given below
N B G
pilc) = 09, .53, .38
pild) — .09, .46, .45

Among the probability of individual state of occur-
rence the bad rainfall year is larger than the other
two outcomes of the rainfall for both the places.

The entropy of the probability of individual state of
occurrence is computed and the values of #, for the
two places are shown in Table 1. The entropy of the pair
observations for the transition probabilities and the
probability of individual state of occurrence are obtained
and the values of H, are also shown in Table I,

The values of H, = 2H, being very-very small, the
hypothesis that the variables are independent, could be
considered as insignificant for the two places.

The values of 7 statistic are also shown in Table 1
for the two transition matrices. The values are found
to be insignificant at the 5% level with four degrees
of freedom for both the places. So, in this case the
variables satisfy the hypothesis of independence.

The validity of the technique of entropy is verified
using the likelihood ratio test. The result is the same.
It may be concluded that the annual rainfall occurrence

could be treated as independent at the district of Cooch
Behar.

5. Conclusion

The two methods may be applied for the test of
independence  against the Markovian dependence.

But morte study will be required to come to this conclu-
sion for different places.
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