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सार – जहाँ मानव जǓनत उ×सज[न मɅ वɮृͬध हो रहȣ है और 3 डी मॉडल से अ×यͬधक जǑटल èथलाकृǓत कȧ 

समèया को हल करने कȧ सीमाएं समाÜत हो जाती है वहȣं मौसम ͪव£ान से सबंंͬ धत Ĥाचलɉ के साथ सांिÉयकȧय संबंधɉ 
के जǐरए जलवायु गǓतशीलता और Ǒहमालय कȧ तलहटȣ कȧ ĤागुिÈत को समझने मɅ काफȧ सुधार लाया जा सकता है। 
यहाँ हम Ǒहमालय तलहटȣ मɅ दो कम ऊँचाई वाले (पंतनगर, देहरादनू) और दो अͬधक ऊँचाई वाले (Ǒटहरȣ और मुÈतेæवर) 
èटेशनɉ पर दबाव (PIp), तापमान (PIt) और वषा[ (PIr) के ĤागुिÈत सूचकांक (PI) कȧ गणना तापमान, दाब और वषा[ के 
Ĥे¢ण समय Įृंखला के बहुआयामी सारणी को Úयान मɅ रखकर और ĥैÈटल Øयोरȣ को लाग ूकरके करते हɇ। ĥैÈटल 
डायमेÛशन एक èटेशन से दसूरे èटेशन के बीच काफȧ ͧभÛनताओं को दशा[ते हɇ िजसके मान अͬधक ऊँचाई वाल ेèटेशनɉ 
के मान के अपे¢ाकृत Ǔनकट होते हɇ और Ǒहमालय के तराई ¢ेğ मɅ कम ऊँचाई वाले èटेशनɉ कȧ तुलना मɅ जलवायु के 
बेहतर पूवा[नुमान का संकेत देते हɇ। देहरादनू èटेशन के Ĥे¢णɉ कȧ दȣघा[वͬध (2005-2014) संगणना से पता चला है ͩक 
जलवायु ĤगिुÈत मɅ काफȧ अतंर वाͪष[क ͪवͪवधताए ँहɇ। देहरादनू मɅ दाब और तापमान का यथोͬचत पूवा[नुमान Ǒदया गया 
(PIp>05 पूरे वष[ मɅ, PIt का मान 0.93 तक रहा)। हालांͩक जुलाई के दौरान तापमान ĤागुिÈत (PIt = 0.43) कम थी और 
इस माह मɅ अंतर-वाͪष[क पǐरवǓत[ता (1 मानक ͪवचलन) भी देहरादनू मɅ अÛय महȣनɉ (011-0.18) कȧ तुलना मɅ बहुत 
अͬधक (0.29) पाई गई। Ēीçम-मॉनसून के दौरान वषा[ का ĤागुिÈत सूचकांक (Pr) 0.5 तक पाया गया, हालांͩक अÛय 
महȣनɉ के दौरान इसके कम मान (0.11-0.18) पाए गए हɇ िजससे पता चलता है ͩक तापमान और दबाव कȧ तुलना मɅ 
वषा[ का पूवा[नुमान कम सहȣ है। इसͧलए ͩकसी भी मौसम ͪव£ान चरɉ कȧ ĤागुिÈत को समझने के ͧलए कई मौसम 
ͪव£ान चरɉ (एक दसूरे पर Ǔनभ[र या एक दसूरे से èवतंğ) को ͧमलाकर इस ेएक टूल के Ǿप मɅ उपयोग ͩकया जा 
सकता हɇ ताͩक ͩकसी Ĥे¢ण èथल पर मौसम ͪव£ान कȧ िèथǓतयɉ का पूवा[नुमान देने के पहले इसके ग×या×मक मॉडल 
मɅ सांिÉयकȧय मॉडल कȧ उपयोͬगता सुǓनिæचत कȧ जा सके। 

 
ABSTRACT. Statistical relationships among meteorological parameters could significantly improve the 

understanding of climate dynamics and predictability in the Himalayan foothills, where the anthropogenic emissions are 
increasing and 3-D models have limitations in resolving highly complex topography. Here, we calculate the Predictability 
Indices (PI) of pressure (PIp), temperature (PIt) and rainfall (PIr) at two low-altitude (Pantnagar, Dehradun) and two high-
altitude (Tehri and Mukteshwar) stations in the Himalayan foothills, by considering the observational time series of 
temperature, pressure and rainfall as a multi-dimensional array and applying the fractal theory. Fractal dimension 
demonstrated significant variations from station-to-station with the values relatively closer to unity at high-altitude sites 
indicating better climate predictability, as compared to those over the low-altitude stations in the Himalayan foothills. 
Long-term computations (2005-2014) for Dehradun observations further revealed strong inter-annual variations in the 
climate predictability. Pressure and temperature at Dehradun are found to be reasonably predictable (PIp>0.5 throughout 
the year, PIt values of up to 0.93). However, temperature predictability was lower during July (PIt = 0.43) and the inter-
annual variability (1-standard deviation) in this month is also found to be very high (0.29) than those during other months 
(0.11-0.18) at Dehradun. The predictability index for rainfall (Pr) is found to be up to 0.5 during summer-Monsoon, 
however its lower values (0.16-0.34) during other months suggest that the rainfall is less predictable as compared to the 
temperature and pressure. Hence, fractal based analysis on an array consisting of numerous meteorological variables 
(dependent or independent of each other) may be utilized as a tool to understand the predictability of either of the 
meteorological variables, in order to assure the utility of a statistical model over the dynamical model before employing it 
for the prediction of meteorological conditions at an observational site. 
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1. Introduction 
 

 A comprehensive investigation of the relationships 
among observed climate variables such as temperature, 
pressure and rainfall could significantly improve the 
predictions through statistical modeling, especially in the 
mountainous regions of the Himalayas, where 3-D climate 
models show limitations in resolving the highly complex 
geographical topography (Singh et al., 2016; Pant et al., 
2018). Despite of the advantage with statistical modeling 
to inherit the effects of terrain and correlated variations 
among various meteorological parameters, comprehensive 
investigations of such statistical relationships among 
observed climate variables are lacking over the Himalayan 
foothills and needs to be studied in detail. 

 
The temporal evolution of climate variables can be 

formulated by considering the observations of different 
variables as a multi-dimensional array and combining 
fractal-based analysis with clustering (Mingkaiet al., 
2016). A variety of methods have been employed for 
analyzing the nonlinear dynamics in time series (Eckmann 
and Ruelle, 1985; Abarbanel et al., 1993; Tong, 1993; 
Abarbanel, 1996; Kantz et al., 1997; Diks, 1999; Galka, 
2000; Sprott, 2003). The predictability of climate models 
depends on the dynamics of climatic parameters, as 
dynamics and thermodynamic processes are the causes of 
the non-linear responses in the atmosphere. Therefore for 
a proper identification, classification and mapping of 
climate variations, long-term systematic observational 
datasets are required from a network of stations in 
conjunction with statistical techniques.  

 
Fractal theory has been widely applied on diverse 

types of datasets in geophysics as well as in other fields 
(Mandelbrot and Wallis, 1969; Rehman, 2009) to identify 
the patterns in time series datasets for describing the 
irregular and complex behaviors of dynamical systems 
(Men et al., 2004). He et al., 2016, analyzed the spatio-
temporal variations in rainfall for flood seasons during 
1958-2013 using Hurst exponent in China and concluded 
that the rainfall trends will persist in the future also having 
implications for the ecological restoration and farming 
operations. 

 
The state of Uttarakhand located in the lap of central 

Himalayan region has been identified as a hotspot of 
anthropogenic stress and one of the most vulnerable 
regions for climate mediated risks. The region provides 
water resources supporting millions of people in South 
Asia. During the last few decades, the central Himalayan 
region is observing the cascading effects of the climate 
change including rise in temperature, receding of glaciers, 
erratic precipitation patterns etc. (Dimri and Kumar, 2008; 
Shekhar et al., 2010). In the aforementioned scenario, the 

Himalayan region is receiving global scientific               
attention; however, available climate models often have 
limitation in resolving the highly complex geographical 
topography in this region. Timely and accurate predictions 
of climate variables using statistical methods inheriting 
the relationships among meteorological parameters and 
terrain effects could therefore complement the 
understanding of the climate dynamics in the fragile 
ecosystem of the Uttarakhand. In this study, we              
compute the Hurst exponent, fractal dimensions and the 
climate Predictability Index (PI) of pressure (PIp), 
temperature (PIt) and rainfall (PIr) at two low-altitude 
(Pantnagar, Dehradun) and two high-altitude (Tehri and 
Mukteshwar) stations in the Himalayan foothills using the 
fractal theory. 

 
2. Methodology 
 
 2.1 Fractal analysis and Hurst exponent  

 
Fractal are characterized by self-similarity property 

having similar characteristics when analyzed over a large-
range of scales and that the parts of any size of a fractal 
have characteristics similar to that of the whole fractal 
(Schroeder, 1991; Mandelbrot and Wallis, 1968, 1969; 
Mandelbrot and Van, 1968; Hurst et al., 1965; Fluegeman 
et al., 1989; Hsui et al., 1993; Turcotte, 1997; Rangarajan 
and Sant, 1997; Rangarajan and Sant, 2004). The fractal 
dimension of a time series recognizes a process between 
the deterministic and random (Peters, 1996). If the fractal-
dimension (FD) for a time series is 1.5, a usual Brownian 
motion develops resulting into no correlations between 
amplitude changes corresponding to successive time 
intervals. The Hurst exponent (H) (Peitgen et al., 1992; 
Rehman and Siddiqi, 2007) is a measure of the long-term 
memory spread of a data set. According to its value, a 
time series is classified as persistent (0.5 < H ≤ 1) or anti-
persistent (0 ≤ H < 0.5). If H = 0.5, then the subsequent 
data are not inter-correlated, meaning that the future 
values of the time series are not influenced by the present 
or past values (Sakalauskiene, 2003) indicating that the 
series is unpredictable. 

 
 In terms of Asymptotic scaling relation, the Hurst 

exponent of real valued time series is defined as:  
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 The Hurst exponent H is calculated from rescaled 

range technique and can also be computed from wavelets 

method for the time series nXXX ,,, 21  .  

 
 2.1.1. Estimate of the Hurst Exponent (Hw): 

Wavelets method 
 

 The wavelets method is valid for self-affine traces, 
where the variance is not constant as the window size 
increases. If f(t) is a self-affine random process, t a 
position parameter (time or distance), a>0 is a scale 
(dilatation) parameter, w(t) is a mother wavelet, 
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is its shifted, dilatated and 

scaled version, then the continuous wavelet transform of, 
f(t) is defined as : 
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 If the time series f(t) is self-affine, the variance of 

),( atW  will scale with the dilatation parameter 

asymptotically as : 
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 The exponent δ is between minus 1 and plus 3   -1 ≤ 

δ ≤ 3. The Hurst exponent is defined as: 
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where, FGN is Fractal Gaussian Noise, FBM is 

Fractional Brownian Motion, The Hurst exponent is 
linked with fractal dimension (D) and define as: 

 
 H = 2 – D         (5)

   
 This wavelet-based method is used to find H, for 

rainfall data (Rangarajan and Sant, 2004) and the climate 
predictability index is given as: 

 

 HDPI  5.025.12                    (6) 

 
If PI is close to zero, climate is unpredictable. Closer 

the PI is to 1, the more predictable climate is. 

TABLE 1 

Description of the meteorological stations used in the study 

Site Latitude Longitude Altitude (m) 

Pantnagar 28.97° N 79.41° E 344 

Dehradun 30.34° N 78.04° E 682 

Tehri 30.38° N 78.48° E 1750 

Mukteshwar 29.47° N 79.64° E 2271 

 
 

 2.2. Study region and observational dataset 
 

The study stations include two low-altitude 
(Pantnagar, Dehradun) and two high altitude (Tehri and 
Mukteshwar) stations in the Himalayan foothills as 
mentioned in Table 1. Dehradun and Tehri districts are in 
the Garhwal region, whereas Pantnagar and Mukteshwar 
are in the Kumaun region, Pantnagar and Dehradun may 
be considered as the boundaries of Gangetic plain and to 
the south most of central Himalaya. Dehradun is the 
capital of the Uttarakhand state and experiencing rapid 
increase in the traffic and population. Despite of relatively 
less population in Pantnagar, previous observations of 
chemical tracers and model results showed potential 
mixing of pollution from this station with a Himalayan 
station especially during pre-monsoon (Ojha et al., 2012; 
Sarangi et al., 2014). The observations of meteorological 
variables used for the analysis are conducted by the India 
Meteorological Department (IMD). 

 
3. Results and discussion 
 

Fig. 1 shows a comparison of Fractal Dimension 
(FD), Hurst exponent (H) and temperature predictability 
index (PIt) among the four stations: Pantnagar, Dehradun, 
Mukteshwar and Tehri. FD values are found to show 
strong station-to-station and seasonal variations in the 
Himalayan foothills. During the winter, both low-altitude 
sites in the Indo-Gangetic Plain (Pantnagar and Dehradun) 
show high FD values (1.38-1.52 at Pantnagar and 1.35-
1.47 at Dehradun) resulting in the lower temperature 
predictability (0.03-0.22 at Pantnagar and 0.05-0.3 at 
Dehradun). In contrast, FD values at high-altitude stations 
are found to be closer to unity leading to better 
temperature predictability. Over Tehri, FD values remain 
lower and closer to unity throughout the year (1.15±0.07), 
except during summer-monsoon (1.44 during Aug-Sep) 
leading to average temperature predictability value of 
0.68±0.13. Over Mukteshwar FD values are close to unity 
(1.12±0.1) except during January (1.4), leading to average 
temperature predictability value of 0.76±0.2 during Feb-
Dec. Better climate predictability in the high-altitude 
stations indicates the potential to complement the 



 
 
360                          

 

Fig. 1. Seasonal variations of the Fractal Dimension 
predictability index (PI

 
 

numerical simulations of 3-D models which have 
limitation in resolving the complex terrains in this region. 
In general, on daily or monthly t
predictability will depend upon the correlations among the 
various meteorological parameters, which needs to be 
tested at various scales with a long
However, here the same is tested for the year 2005 and 
indicates towards the good predictability over the period 
of study. 

 
To study the inter-annual variations in the climate 

predictability, a long-term computation of predictability 
indices for pressure, temperature and rainfall at Dehradun 
were performed for 2005-2014 period, as shown in the 
form of box plots in the Fig. 2. T
represent the difference between 25th

percentile i.e., the variability in data after reducing the 
effects of outliers by excluding data below (above)

                         MAUSAM, 70, 2 (April 2019) 

Seasonal variations of the Fractal Dimension (FD), Hurst index (H) and the tempe
predictability index (PIt) at four stations in the Himalayan foothills during 2005 

D models which have 
limitation in resolving the complex terrains in this region. 
In general, on daily or monthly time scales the 
predictability will depend upon the correlations among the 
various meteorological parameters, which needs to be 
tested at various scales with a long-term data set. 
However, here the same is tested for the year 2005 and 

good predictability over the period 

annual variations in the climate 
term computation of predictability 

indices for pressure, temperature and rainfall at Dehradun 
2014 period, as shown in the 

. The range in box             
th percentile to 75th 

the variability in data after reducing the 
effects of outliers by excluding data below (above)               

the 25th (75th percentile). Whiskers provide the additional 
information of minimum and maximum values in the data. 
The practicability indices show significant variability which 
is somewhat expected in the Himalayan foothills due to
modulations of strong local dynamics a
impacts (Singh et al., 2016; Pant 
Nevertheless, mean as well as median values indicate a 
reasonable predictability most of the year for temperature 
as well as pressure. Average pressure predictability index 
is found to be 0.8 or more at Dehradun, except during the 
summer-monsoon. Accurate predictions of pressure 
variations could help in identifying sudden buildups of 
low-high pressure systems resulting in disastrous events in 
this region, especially those occurring outside the 
monsoon season when we find good predictability. 
Average temperature predictability index for the study 
period is observed to be more than 0.5 in all the months
(0.56-0.93) at Dehradun, except during July (0.43).

 
and the temperature 

percentile). Whiskers provide the additional 
information of minimum and maximum values in the data. 
The practicability indices show significant variability which 
is somewhat expected in the Himalayan foothills due to 
modulations of strong local dynamics and large-scale 

, 2016; Pant et al., 2018). 
Nevertheless, mean as well as median values indicate a 
reasonable predictability most of the year for temperature 
as well as pressure. Average pressure predictability index 

or more at Dehradun, except during the 
monsoon. Accurate predictions of pressure 

variations could help in identifying sudden buildups of 
high pressure systems resulting in disastrous events in 

this region, especially those occurring outside the 
monsoon season when we find good predictability. 
Average temperature predictability index for the study 
period is observed to be more than 0.5 in all the months 

0.93) at Dehradun, except during July (0.43). 
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Fig. 2. Variations in the predictability indices of pressure, temperature 
and rainfall at Dehradun for 2005-2014 period. Mean and 
median values are shown on the boxes by red and black lines 
respectively 

 
 

Moreover the year-to-year variability (1
deviation values) is found to be varying 
while during July the variability is also very high (0.29). It 
can be concluded that except during rainy season, pressure 
as well as temperature show reasonable predictability at 
Dehradun. The predictability index for rainfall (PI
found to be up to 0.5 during summer-
it is generally lower (0.16-0.34) during other months. 
Lower PIr values indicate that rainfall is less predictable as 
compared to temperature and pressure. Lack of sufficient 
number of rainfall events inhibited to derive the correlated 
variability and PIr values during winter. Fractal analysis 
approach may further be tested for more stations and long 
term data e.g. over a century, in order to understand the 
utility of statistical models particularly over 

CLIMATE PREDICTABILITY IN THE HIMALAYAN FOOTHILLS USING FRACTALS
  

 
indices of pressure, temperature 

2014 period. Mean and 
median values are shown on the boxes by red and black lines 

year variability (1-standard 
deviation values) is found to be varying from 0.11 to 0.18, 
while during July the variability is also very high (0.29). It 
can be concluded that except during rainy season, pressure 
as well as temperature show reasonable predictability at 
Dehradun. The predictability index for rainfall (PIr) is 

-monsoon, however, 
0.34) during other months. 

values indicate that rainfall is less predictable as 
compared to temperature and pressure. Lack of sufficient 

hibited to derive the correlated 
values during winter. Fractal analysis 

approach may further be tested for more stations and long 
term data e.g. over a century, in order to understand the 
utility of statistical models particularly over the regions 

where dynamical models have limitations to resolve the 
topography. 

 
4. Conclusions 
 

 In this short communication, Fractal analysis 
approach which is basically a mathematical method used 
to analyze a pattern repeated at every scale (and can’t be
represented by classical geometry), is successfully utilized 
here to study and understand the predictability of various 
metrological parameters at intra
Significant variability is observed from station to station 
in the predictability of temperature, pressure and rainfall. 
Maximum Fractal dimension considered is 1.5
predictability index for a meteorological variable closer to 
unity indicates that it is quite predictable, whereas near to 
zero means non-predictable. Such an approach m
employed to test the predictability over a station or region 
by acquiring long term data series and multiple 
meteorological variables in an array arrangement. This 
may corroborate and complement the limitations of 
dynamical models where it becomes ve
predict a meteorological variable. In the future course of 
study this approach is to be tested for meteorologically 
different zones and over complex topographical regions.
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