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Generati on of wind-seri es using cumulative probability wind transition
matrix- A first order Markov process
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A nSTRA( T . One appl ica tion ofihe cuuiu lative probability wind tra ns ition ma trix is 10 determine the various
prnhal"lk ....i n,1 ....-ries th ai mi1;\'hl occur. during the period fur which offs hore oilspil1 risk is 10 be analysed . Du ring th is
;Inalpli~ ""'t" haw to gene la te different probable "';110.1 conditions at d iff erent Instances of time. OnC" ur lhe method s to
siumlutcthe nl lhlu m wind behaviourt hrough lime. is 10 U~ h istorical wi nd da ta presented in the fon n of wi nd Ira n
... ilion lItutrix. Th is pa per h it;hli.::hts th r-1llC'lh(Klulog)' and use ofthe cumulat ive probability v.i nd transition m atrix. in
~t'lh"ral ill~ 1111' ,Iifferl:'nl probable wind-series.

T he transition probabilities can be arranged in a
matri x p wh ich is written as :

indepe nde n t of the ou tco mes o f previ ou s expe rime nts
but depends a t most up on the ou tco me or th e
immed iatel y preceding exper im ent. We assu me th at
there a rc give n nu mhers Pi)' which represent the pro
bability of outcom e OJ on a ny given experi me nt. given
th at the o utco me OJ occ urre d on rhe preceding expe ri-
me nt. The ou tco mes at _01- 0, are ca lled th e
stale space of tbe syste m and the nu m bers Pij are ca lled
tran sition proba b ilit ies. If we assume that th e p rocess
begi ns in some partic ular sta te. then we have e nou gh
informa tion to determine the true measu re for the pro
cess and can ca lcu la te probabili ties of sta teme nts
rela ting to the overall seq uence or expe rime n ts, A
stoc hastic (Joh n et 0/. 1974 ) process of the above kin d is
ca lle d a Markov c ha in process.

This matrix is called the tra nsi tion matrix o r the
Ma rkov process. which is a stoc has tic m atrix .

I. Intr oduction

For risk ana lysis th e winds a rc modell ed by
generating the win d tra nsit ion ma trix (Mascarcnbns et
~I I. 1991) to ob tain severa l win d se ries . It is assumed
Iha l win d can he mode lled as a first o rde r Ma rko v pro
cess. in \\ hich likel ih ood of wi nd speed and di rect io n
in th e nex t in terval depen ds only on th e curren t wind
spe ed and d irect io n. l ienee the varia tio ns in the win II
is represen ted as a firs t orde r M arkov p rocess. viz.. the
wind in one tim e-step is a random fu nc tio n of th e wind
in the previous time-s tep. T he individual elements of
the percen tage cumulative wind tra nsit ion matrix are
the probabilities tha t a pa rticular wi nd velocity will be
succeeded hy another wind. T he longer the his toric
da ta SCI. be tter " ill be the resolution o r th e c um ula tive
probabil ity wi nd tra nsition ma trix. The wind-series
were obtained fro m th e cum ula tive p robabi li ty wind
tra nsitio n ma trix. wh ich wa s co ns tructed from the
historic wi nd record. T his was obtained by the wind
mo ni tori ng sys tem deve loped at the N at ion al In st itute
or Oceanography.

2. :\ Ie l hodolo~'

\Ve assu me th at, we ha ve a sequence of tr ial s with
follo wing properties. The o utcome or eac h experiment
is o ne or a fini te nu mber or possib le outco mes 01 .

'l Or II is assume d tha t the probability o r
ou tco me I1j on a ny givcn experime n t is not necessarily
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