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ABSTRACT. A mixture of EVt and EV. distributions has been tried for the frequency analysis of 24·
hourly maximum rainfall ser ies (70 years) at Bhuj containing 3-4 o utliers. In a second case slUdy. a mixture of
P.V, and EV, is used to desc ribe extreme rainfall (58 )'cars) of Dinhala. A finite mixture of EV dis trl bu
tions porvide s a bette r fit in al l those cases where EV, atone over or underestimatesrerum period values.
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1. Introduction

The main distribu tions used for analysis of annual
maximum precipitations series are log normal, extreme
value types 1.2 & 3 (EV, • EV. & EV.). Pearson and
log Pearson type II I. Though the observed series
may satisfy the criteria for accuracy. consistency.
homogeneity, stationarity, randomness and sufficiency
of record length. a problem which affects the appli 
cability of these distributions is the presence of outliers.
In the present paper , attempt has been made to
combine EV,. linearly with EV. to tackle the out
liers and with EV. to tackle the cases exhibiting small
range of extremes. The main papers consulted are
by Boes (1966), Chow (1953), Gumbel (1941) and
Jenkinson (1955).

1. 1\1 ilfureo(t"odlstribtrtiont

Lilt of symbols used

E,(x) _ Distribution function of extreme value type I

E.(x) _ Distribution function of extreme value type 2

E.(x) _ Distr ibution function of extreme value type 3

E(x) - Distribution function of mixed distribution

E.(x) - Sample distribution function

8 - Mixing proportion
u a k _ Paramete rs of extreme value distribution.,

y - Reduced variate of EV distribution

x" x•• X•• XT - T-year valu.e in ,,:sp';ct ~f EV" EV,.
EV. and mixed distrlbution respecti-
vely

rex,). rex,). r(x.) & \. (XT) - Variances of statistics Xl>
·"It .l's & xr'"'

SE (.~T) - Standard error of '~T'

2.1 . If E, (x) and E, (x) are two distribution func
tions, a linear combination may be defined as :

£0 (x) = ( ~ + 8) s, (x )+ (t - 8) E, (x) ( I)

where. - t ~ 8 ~ ~

., 8 = £0 (x) - ! [£, (x) + £. (.~) ]
E, (x) -£.(x)

As the nature of prior information abo ut Eo (x)
is generally not known. it may be estimated by
empirical distribution function E.(x) of the
observed sample (Xl> x.. . . .. . .• x.). An estimator
for 8 is :

~ = E.(x)-![£,(x) + E.(x)]
E, (x) - E. (x)

II
8 provides unbiased and consistent estimate of

8 with variance of order (lIn). However, when
II
8 lies outside the interva l (- 1/2, 1/2), we may
truncate the values going beyond-1/2 or 1/2,
although by doing SO unbiasedness of the
estima tor is lost.

It may be seen that the sample observations form
a discrete series. E. (x) represents a step deviation
function, whereas E, (x) and E. (x) form continuous
curves. A mean curve for E.(x) should be estimated
for obtainlng e.








