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Auto-regressive method of detection ofweak signals
in noise for monitoring precursors
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ABSTRACT. Among the several premonitory indications for an impending earthquake. the observa tion of
precursory pulses. analogous to acoustic emission before a fracture; affords a direct method or studying the
seismic stability of a given area . Since the area of observation cannot be expected to be a quiet one . the technique
employed to detect precursory pulses embed ded in a background of stati onary noise must be capable of upd ating
the information of "noise" and comparing it with that of incoming " signal", It is the aim of this paper to pre­
sent a method of detection of weak signa ls embedded in sta tionary noisy background by means of array of sensors
using Akaike criterion of final prediction error. Typical examples of real and artificial series are discussed to
indicate the capability of the method .

t. Introd ucti on

One of the severa l methods of prediction of an
impending earthquak es is to monitor the forerun­
ncrs (precursors as they arc sometimes ca lled) .
T his method is a nalogou s to the monitoring of
acoustic emissions of stressed ma terial before its
failu re (Sobolev 1975, Mjachkin et al, 1975,
Pollock 1974). It has been found useful in the pre­
diction of rockb ursts (Brady 1976).

T he crucial step in this method is to detect weak
signals in a background of noise and locale thei r
source. TIl e usual procedure for enha ncement
of signal/noise ratio by array processing using the
coherency properties of signal embedded in incohe­
re nt noise is not applica ble in all practical situa­
tions (Birtill and Whitcway 1965). Therefore,
onc sho uld search for a more sophist ica ted me thod
to detect incoherent signals in a background of
sta tiona ry noise. Unless th is is done satisfactorily,
the J?roblem of detection of wea k precursors
remains unsolved and one is constrained 10 detect
only big signals with the added risk of losing
the chance of prediction of the main even t suffi­
cien lly in advance to tak e protective measures.

This report gives some resul ts of typical case
studies of detectin g weak signals in a background
of noise. This has been done in two ways. First,
by analysing noise data recorded at Gauribidanur
array in whi ch small transient signals were super­
imposed and secondly by analysing noise samples
where weak signals ar e expected to exist but not
detected by eyeball search or by th e usual phase
summation method.

a. AUIo-regresslon method

The au to-regression method of detection of weak
signals is based 011 an au to-regressive model of

stationary noise which allows pred iction of noise
one "step" ahead in to the fut ure (Frye r et al.
1975). TIle "step" is the time step, equal to the
sa mpling interval of the time series. If the noise
is sta tionary, the pred icted time series ca n be used
to obtain the "error series" or "innova tion" in
the time series by sub tract ing the predicted series
from the actual time series. The "error" is sma ll
if th ere is no signal and if the " error" is large, the
noise is not stationary and hence, by definition, a
signal is pr esent. I f the same operation is ca rried
out on several sensors of an array, one can elimi­
nate sp urious signals and detect genuine ones by
suitable method s as described below.

The auto-regressive model of noise sampled at
discrete steps of time is developed in lWO stages.
In the first stage, the given noise series is sampled
at a suitable rate (usually 20 samples/second )
depending on the expected periods 10 the noise:
The auto-regression coefficients arc determined
by maximum entropy method (Burg 1972, UJrych
and Clayton 1976) for different orders. I n the
second stage, the final prediction error as
defined by Akaike (1971) is computed for each
order. TIIC order which gives a minimum of the
c.rror is chosen a~ the correc t o~dcr for auto-rcgres­
510n represen tauon of the nOISC. \ Vc thus arrive
at the optimum ,,\f·order a uto-regression represen­
tation of the noise, Xi in the form :

x, = a1 X'_l + a 2 Xi_z • • + aJlX, _ M + e:i

where X, is the value of X at time ti and aI' a s . .aJl
a~ .the auto-regression .ccefficients that wilJ give
mnumum of fmal prediction error and /:; t is the
sal!lpling int~rva1 and E', is the error at time th
being the difference between actua l and prcdic­
ted values in time series. The coefficients a i ' a l , ••

a JI are determined for a suitably chosen length
of noise series, usually of d ura tion 10-15 seconds.
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