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stochastic techniques : An evidence
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ABSTRACT. This paper deals mainly with the forecasting of minimum temperatures (7Tm) from an stochastic
viewpoint. Some appropriate theoretical considerations lead to a choice of those variables significant connected
to Tm. Modelling has been carried out for two nearby observatories, one in the centre of Madrid, the other one
in the border (Barajas airport). The obtained models allow to show that the significant variables are the same for
both locations, but performance in the peripheral area is of a rather inferior quality. It is shown, taking into
account the characteristics of both places, that the difference between them can be allotted to the heat-island effect
in the centre of Madrid.
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1. Introduction

The development of theories in order to analyse
time series from a stochastic viewpoint has proved an
useful technique whenever one has to analyse and to
predict certain almospheric variables, Thus, a wide
spectrum of works ranges from the first papers of Tiao
(1975), Chock (1975) in the environmental sciences
to the development of models suitable for purely me-
teorological vaiiables, e.g., wind (Bacci & Finzi
1980), temperature (Madden 1977), rainfall (Delleur
1978) etc. The employed models vary from the simply
Auto Regressive Moving Average (ARMA) model
on climatological or real time basis to those of ARMAX
type including exogenous inputs (Finzi er al. 1984),

This paper deals with the introduction of stochasti®
models in the framework of prediction of minimum
temperatures (7). Special attention will be paid to
the influence of the heat island effect due to a large
city (Madrid) as special problems of real time day-to-
day forecasting. With this purposein minda compari-
son between two models, one for the centre of the city,
the other for Barajas airport (15 kim away from the
said city centre), is carried out. These observatories
have been chosen because orographic, climatological
and conditions of any other type happen to be highly
homogeneous except for the urban nature of the first
station.

2. Methodology

The modelling for the a variable 7, has been done
up to now, from seveiral standpoints (Klein 1970,
Hernandez 1972, Sanchez 1976, Parton 1981) in view
of its interest. In many of the previous approaches,
their validity and range of application are highly res-
tricted by certain meteorological conditions, especial-
ly those related to wind and cloudiness. Thus, the
building of models independent from the above limitat-
ions and therefore directly applicable, appears to be
the foremost interest. Here an ARMA modelling
has been selected (Box and Jenkins 1972, Katz and
Skaggs 1980) with the purpose of forecasting and. above
all, of characterising the behaviour of the variable only
with its previous history. In this case, a complete set
of recorded observations was available, so the following
step was to build a more complex model allowing the
inclusion of exogenous inputs, i. e., an ARMAX model.

Stochastic modelling is a technique where one obtains
a mathematical model of the behaviour of a time serics
in terms of the past history of the series (the so-called
auto regressive part) and of a mixture of other stochastic
influences (the moving average part) in the form of a
white noise. This is suitable whenever only information
about the studied variable is available. In the case
where several possible inputs are considered, whose
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influence upon the studied variable (the output
variable) is suspected, the underlying philosophy
remains the same, but now the white noise term
becomes less important due to the presence of some term
where the explicit influence of the inputs is reflected.
It is quite evident that the identified models will now
have three main influences : A purely temporal part,
a physically based term and some stochastic com-
ponent. Thus, the interesting study of these mod.ls
aims not only at the forecasting performance. Rather,
a most important problem will be how to decipher the
weight of physical effects on the modelling. In this
paper, a comparison of two different situations shows
the existence of distinct physical influences for each case.

A Transfer Function Model (TFM) (Box and Jenkins
1970) has been selected. Here one has a wide variety
of inputs but only one output, where this one has no
inflvence whatscever upon the said inputs. A multiple
linear filter with an additioral noise term is allowed
to exist between them. In any case, the general expres-
sion for such a model is :

where,
n= Number of selected inputs,
B = The usual backward shift operator,
W; (B), 8; (B) = Polynomials in B,
Y ;, = Inputs,
N, = Noise term.

Identification techniques include pre-whitening and the
estimation techniques make use of hindcasting (Jen-
kins 1978).
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Figs. 1(a & b). (a) Auto-correlation function for Twme Retiro, & (b) Partial auto-correlation function for T Retiro,
[Abscisse give the time lags and ordinates give the auto-correlation. Dashed lines give the 420 limits.
The same holds for the rest of the figures)

The variables have been chosen frem those known
exactly in the moment of carrying over the forecast,
concretely at 18 h (local time), a time where routine
weather reports from the “Instituto Nacional de
Meteorologia” can be obtained.

An AR (1) model was identified, with the expression :
(l —0. 673) Tm, = d;.

Its performance was evaluated by way of the correlation
coefficient between predicted an observed values and
the error percentages below 1° C and 2° C. The values
obtained were

r=0.67; (%< 1°C) = 38%; (% 2°C) = 79%

According to the considerations made in the above
section, a model was constructed within the framework
of TFM; this model was designed to take into account
the variables mentioned in that section. Appropriate
models were developed for those variables, all of them
recorded at 18 h(local time) of the previous day, but ¢,
corresponding to the day where forecasting was made.
Univariate models for them are reflected below:

T (1—.66B) T, =a«a,
T (1—.718) T;=gq,

¢ (1—.50B) ¢, =«

T; (1-.56B) T, =«
vV V,=a,

[ Ci=«q

where, T,, = Wet thermometer temperature,
T = Air temperature.
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Figs. 2(a & b). (a) Cross-correlation function between T and T
& (b) Cross-correlation function between T and 74

It must be remarked that all variables depending
directly on temperature are described by AR (1)
models, i. e., of simple persistence, whereas cloudiness
and wind (measured at 18 h) show only random
properties, because they are white noise.

With the aim of discriminating those really signi-
ficant variables among the set of all influencing ones, a

rewhitening procedure was carried over. Simultaneous-
y, a screening procedure was obtained as a sub-products
The main idea was to avoid the inclusion of variables
whose only relationship with T, lies on similar tempo-
ral behaviour, with no other actual physical relation-
ship (Jenkins 1987).

3, Models for the “Retiro” (near a park in the centre of the city,

The choice of the variables has been made taking
into account that they are the ones most easily avail-
able from normally equipped observatories. What
is new, is that with these simple inputs very good results
can be achieved through a model and this one can be
implemented in any normal computing device.

The variables employed are : Air temperature (7)
wet thermometer temperature T, dew point temperature
T,;, wind speed ¥ and cloudiness C. In addition
to these, the thermic oscillation ¢ = Tpay— Tin
of the previous day is also included. Tt is found
that T, is always the most influencing quaotity

(Klein 1970).
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Figs, 3(a & b). () Prewhitened cross-correlation function between
Tm and T & (b) Prewhitened cross-correlation
function between I'm and Ty

T, at the Retiro observatory has been initially
modelled from an univariate (ARMA) viewpoint with
the aim cf obtaining the minimum reachable level of
forecasting, thus giving way to an adequate modelling
of the noise for the transfer function model (TFM).
The basic period for the modelization ranges from
1 November 1979 to 31 March 1980, which roughly
corresponds to the coldest months in Madrid, but values
from the periods 1977-1978 and 1978-1979 have been
also used in order to test all models. Since very similar
results were achieved, only those of the 1979-1980
period are presented.

The auto-correlation and partial auto-correlation
functions (acf, pacf) shown in Figs. 1 (a & b) were
computed, after testing that no further transformations
were needed.

Following this line of thought, cross-correlation
functions (CCF) between the residuals were obtained
by applications of the model for each input variable,
including the T, itself. Summing up, one computes
the cross-correlation between a white noise (input
series) and the residuals for the output series.

Once the above procedure was cairied over, it was
found that except for wind and cloudiness, all other
variables proved significant. Non-significance of wind
can be explained (in contrast with other models where
it has significance) because recorded values are very
small ones and their global influence, but for
very rare cases, can be eliminated. This fact
shows the strength of the proposed stochastic model.
It is strong enough to derive 7, only on temperature
grounds. This agrees with meteorological evidences
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TABLE 1
Retiro observatory

Model r <l® <20 20 FIF
1679 I 674 T 674 T 674

79-80 Stochastic .96 84 9.2 .8 .8
(winter)  Linear .91 5015 15 5
71-78 Stochastic .95 82 97 3 2.1

Linear .90 72 8 17 6

Model r <l <20 >2° FIP
) ) D (%)

79-80 Stochastic .95 57.1 85.5 14.5 10
Linear .86 50 79.1 21 12
77-18 Stochastic .93 55 84 16 11.5
Linear .82 47 79 21 12.8

FIF — Frost incorrectly forecasted

in Madrid, where long anticyclonic episodes with clear
skies are predominant in winter months (Hernandez
1984). Thus, the effects of wind speed and cloudiness
for the whole series were assumed to be negligible.

It has been shown in previous models (Sanchez
1976, Zikoev 1953)that the roles of T, and T are in-
terchangeable, because they explain a similar percentage
of the variance and inclusion of both does not yield
sensible improvements of the models. Therefore.
special interest has been put in the study of CCF
for T and T, Figs. 2 (a & b) show the CCF
without pre-whitening. Figs. 3 (a & b) show them
afterwards. Contrast between both is clear — for T
the prewhitening leaves only two significant or relation
(lag 0 and 1), whereas for T, there arc no significant
ones left — no values outside the width of+2 o are
observable.

This has led to give up T; as a significant input,
thus implying that the relationship between T,, and
moisture is given only through T,.

Thus, the only significant variables for the behaviour
of T, are T,, ¢ and T, which were indeed, included as
inputs of the TFM model built. With the aid of
hindcasting and maximum likelihood methods, an
evaluation of the model was obtained. The resulting
model was :

Tmy= —0.1 Twyeyq +0.17 Twy— —0.66 ¢,—,
+0.77T,—0.1T,— +2,—0.23 a,,.

Forecasting yielded a correlation coefficient r = 0.96,
where the error <1 °C was 849, and <<2° C, 99.2% of
the cases studied. Whenever frost appeared (tempera-
ture lower than 0°C at the shelter), it was correctly
predicted, and only in .8% of the cases where frost
was predicted did it not happen. The Table 1 shows
a comparison between the proposed stochastic models
and the best performing model of linear type; both for
the year studied and a test year.

The linear model does include wind speed and cloudi-
ness, thus effecting the very high performances of the
proposed model, especially the very narrow bandwidth
of residuals and the very accurate forecasting of frost,
for both, study and test years. It is also shown that
the obtained results are of a higher quality than those
furnished by any linear model.

Therefore this model gives highly satisfactory re-
sults depending only on the inputs, thus showing ‘the
great utility and usability of stochastic models for
these specific purposes., It must be remarked that

FIP — Frost incorrectly predicted

their applicability connot be restricted by any meteoro-
logical conditions, viz., calm days, clear ones, etc,
which usually alter the behaviour of most models.
Thus, an expression valid for any winter day, with
results in real time better than any quality criteria,
has been obtained.

4. Models for Barajas airport (15 km away from the city centre)

A procedure similar to the one developed for the
Retiro has been followed. The same significative
variables were obtained, but a number of remark-
able differences appeared. Now the model

(l — 0478"-0'532——‘02283) an, = @y,

! e., the persistence is of three days backwards, whereas
for the Retiro the persistence was a Markovian one,
including only the day before. For this case,
the explained variance amounted to 33; 649/, or 129
less than the one explained by the Retiro model.
This shows a persistent situation more intense, but
less extended in time for the city centre. It seems that
an explanation for this behaviour lies in the heat island
cffect. This effect exerts a sheltering activity over the
centre of the city, so the temperature changes within are
smoother than in peripheral areas, thus showing a
more regular behaviour. Evidences of the heat
island effect are quite apparent when studying the
differences between temperature regime and thermody-
namic soundings.

The models corresponding to the mentioned inputs
are given below :

T (1—.73B) T, =a,
T (1—.67B) T,=aq,

é (1—.51B—.15B%) ¢, = q,
Ty (1—.63B) Ty =a,

V Vi = «q

c C = ¢
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Now Tw shows a lesser persistence as compared with
the one in the Retiro model, though of the same order.
The thermal oscillation shows also a third-order term
not present in the Retiro model. Finally, the transfer
function model (TFM) for Barajas is expressed as :

T = —0.38 Typmq — 0.69 $— + 0.79T,—; + ¢,
—0.12d,_l—-O.ZOa',_a-——O.Sa,_,.

Tt can be observed that the second-order terms have
disappeared, whereas the noise term (this indicating
the dynamic part of the filter) appears with two ad-
ditional terms. Table 2 summarizes the results si-
milar to Table 1, but for Barajas airport.

Again, it appears that the stochastic model is better
than any other models, though forecasting quality
is not as good as in the city centre,

For both cases, the TFM models reach their maximum
effectiveness, they do not allow for new significant
variables, so the reasons for discrepancies cannot lie
on incomplete or incorrect modellings. An explanation
can be found in the different behaviour of T, within
the heat island, where more persistence and a more re-
gular behaviour can be found. Thus, the models
employed reach maximum efficiency at the city centre;
nevertheless, they give highly satisfactory results for
peripheral areas outside the heat island. The prediction
of T, is, therefore, easier within the heat island effect
area. This effect is nothing but a temperature smoother,
and its behaviour is best described by stochastic models.
A thorough research in order to explain the different
predictive ability of the AR (1) Retiro model and the
AR (3) Barajas model has been undertaken. Orography,
climatology and other possible influences are similar
for both places. Only the localisation of the Retiro in
the city centre is highly significant. Previous papers
(Hernandez 1977) show that the temperature difference
between the city centre and rural peripheral areas
amounts to some 5° C, showing a moderate heat island
effect of urban nature. This effect is produced by
several causes : anthropogenic heat, decreased loss of
sensible heat, decrease in net long wave radiations loss.
Intensity of the effect depends on wind speed, cloudiness
and city size (Oke 1978). Any way, its main influence
seems to be that of preventing the city from strong
thermal oscillations due to radiation, a kind of thermost-
atic action. In this way, in a rural observatory, a lesser
persistence of the series is to be expected. The model
accounts for this in the amount of explained variance,
which is indeed, less in this case. The persistences
are, also, of different nature : Markovian for the ci-
ty centre, three-term for Barajas. From a pure fore-
casting viewpoint, rural areas require more terms and,
obviously, bigger efforts. On the other hand, the
lack of thermal sheltering yields a more irregular be-
haviour of the rural temperature, so it seems logical
to admit that more erratic behaviour is the cause of the
systematic lower performances given by rural models
unlike to urban area models, as shown in Tables 1 and 2.

5, Summary and conclusions

The ability of stochastic models for the forecasting
of T, has been satisfactorily proved, Development
of T, models has shown that the only significant
variables influencing the behaviour of T, are : the daily
thermic oscillation ¢, wet thermometer termperature

T, and the air temperature T at 18 h, all of them recorded
the day previous to the one of forecasting. Comparison
of the stochastic approach and the linear models is
highly favourable to the first ones, the quality levels
reached are much better : very narrow bandwidth for
residues (99.9 % of the days an error <2°C) in the Retiro.

To be remarked are the different temporal charac-
teristics of the modelled variable if one compares the
centre of the city (within the heat island) and peripheral
areas thereof, outside the heat island. In Barajas
airport one has totally acceptable results : an increase
of over 16% in the explained variable when one
uses the stochastic model. In interior areas, as more
persistent behaviour of Markovian type is present,
thus yielding better results in stochastic forecasting,

For peripheral areas (Madrid airport), the persis-
tence is not of Markovian type, includes three terms
and is much less intense. The error <<2°C appeared
84.59% of the days under study. This shows the very
decisive influence of the heat island effect upon the
stochastic forecasting method when applied to restric-

ted areas.

Further, it must be remarked that stochastic models
are not only better predictors, they give also information
about the underlying physical phenomena, which linear
models do not account for,
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