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Statistical analysis of weekly rainfall
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ABSTRACT. This paper presents a statistical analysis of weekly rainfall at eight stations in
Karnataka. Apart from the usual mean and standard deviations, the power spectral density functions
are computed. It is found that the rainfall at Mangalore shows a dominant period of about 40 days.
Further it is found that some stations show significant week to week dependence.

1. Introduction

Study of rainfall data on a weekly time scale is of
interest to meteorologists, engineers and agriculturists.
Routine statistical analysis easily leads to long term
weekly averages (normals), standard deviations and
probability distribution. While these informations are
of interest, they do not give an insight into the temporal
variation of the rainfall process. A study of the time-
wise variations would start with auto-correlation and
power spectral analysis of data as time series. These are
also the initial steps in building stochastic models.
However, generally the power spectrum is found under
the assumption of stationarity which may not be strictly
valid. One of the questions often asked about weekly
rainfall is its predictability. If the auto-correlation
function is significantly different from zero, one could
expect the rainfall in a given week to be statistically

redictable in terms of observed prior values. Even
when this hope is well founded, nonstationarity and
nongaussianness of the rainfall sample b:_'m_gs in many
hurdles to a suitable prediction. Also, it is plausible
that the relations between weeks are nonlinear and hence,
are not well identified by the linear auto-correlation
function. With these points in the background, in the
present paper an exploratory study of weekly rainfall
at eight stations in south India is undertaken. Previous-
ly Mooley and Appa Rao (1970, 1972) have studied the
statistical distribution of rainfall. Also they have
investigated independence of rainfall over time scales
of 5, 10, 15, 20 and 25-days. Their major findings are (a)
the rainfall is nearly gamma distributed; (b) over time
scales of 5 and 10 days rainfall is pairwise dependent
for consecutive periods and independent for non-
consecutive periods and (c) over still longer time scales
of 15, 20 and 25 days rainfall is pairwise independent.

2. The data "

The data consists of weekly rainfall series at eight
stations in the State of Karnataka. In Table 1 the location
of the stations, duration of data, the mean annual rainfall
and the mean rainfall during the southwest monsoon
(June-September) season are presented. It is observed
that the SW monsoon season accounts for the major
rainfall of the year except in areas to the south of Banga-
lore. However, in areas adjoining the west and south
of Bangalore, southwest monsoon rainfall is less than
50 % of annual and to the south of Mysore the percentag:
is less than 40. Among the stations szlected hars. Manga-
lore is on the west coast, while the others are in the inte-
rior arid and semi-arid regions of Karnataka. The
sub-humid stations close to the Western Ghats are not
represented in the above selection.

3. Time series analysis

The weekly data is collected on the basis of 52 standard
weeks for a year. In Table 2 for sake of reference, the
weeks and their dates are shown. A sample time series
of the data Ry (i=1, 2, .., 52 wk; j=1,2.., N yr)
is shown in Fig. 1 for Mysore starting from the first

_week of 1901. The presence of the annual cycle and
the seasonmality can be easily observed in the data.
The well known procedure for removing the annua! cycle
is to standardize the data with respect to the weekly mean
and standard deviations. These quantities, namely the
weekly mean m; and weekly standard deviation s
have been found for all the eight stations but not pre-
sented here. Now, a new data series:

. Y5 = (Ry— m)[s, (1)
(453)
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Fig. 1. Sample weekly rainfall at Mysore
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Figs. 2 (a-d). Power spectral density of stindarized weekly rainfall for (2) Banglore, (b) Bellery, (c)

and (d) Chitradurga
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TABLE 1
Location Mean rainfall*
s“tbn A — Data e Ao,
Lat, Long. period Annual SWM
N B (mm)  (mm)
Bangalore 12°58* 77°35’ 1901-70 909.5 490.8
Bellary 15°09- 76°51 1901-66 525.6 277.3
Bijapur 16°49 75°43 1901-70 586.0 379.2
Chitradurga 14°14°  76°26° 1901-70 637.9 320.1
Gulbarga 17°21- 76°51’ 1901-70 763.0 584.7
Mangalore 12°52¢ 74°51’  1901-65 3494.3 2961.6
Mysore 12°18¢ 76°42' 1901-68 787.3 323.0
Raichur 16122 77°21’ 1901-68 691.6 506.3
*Based on the period 1901-1982
TABLE 2
The standard weeks
Week No. Dates Week No. Dates
Jan Jul
1 1-7 27 ¢ 2-8
2 B=1ar - PR 9-15
3 15-21 29 7 % 16-22
4 22-28 30 23-29
5 294 31 30-5
Feb Aug
6 5-11 k] 6-12
7 12-18 33 13-19
8 19-25 34 20-26
9 26-4* a5 272
Mar Sep
10 5-11 36 39
11 12-18 1 37 10-16
12 19-25 33 17-23
I 26-1 39 24-30
o 5 J ? 4 o Api— PP - o‘cf ¥
14 2-8 40 1-7
15 9-15 41 8-14
16 16-22 42 15-21
17 23-29 43 22-28
18 30-6 44 29-4
May Nov
19 7-13 45 5-11
20 14-20 46 12-18
21 21-27 47 19-25
22 28-3 48 26-2
Jun Dec
g 23 4-10 49 39
c 24 11-17 50 10-16
25 18-24 51 17-23
26 25-1 52 24-311

*In leap years the week No. 9 will be 26 February to 4 March,
ie., 8 days instcad of 7 :

“ fLast week will have 8 days, ie, 24 to 31 December.-

(3]
§
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Figs. 2 (e& f). Power spectral density of standarized weekly
rainfall for (e) Gulbarga and (f) Mangalore

is formed for which the auto-correlation and power
spectral density (PSD) functions are computed. The
power spectral density function of all the eight stand-
ardized data a-e shown in Figs. 2(a-h). It is interest-
ing to observe that Mangalore which is a typical south-
west monsoon station exhibits a dominant period of
about 40 days. The spectra of other interior stations,
namely Bijapur, Gulbarga and Chitradurga show a
tendency to peak in the 30-50 day period interval.
The presence of dominant periods may be helpful in
fitting in trigonometric models which have been found
to be useful forecasting aids (Dyer 1977). The inter-
pretation of the PSD results except for the above quali-
tative observations is difficult. This is mainly due to
the nonstationarity persisting even after the standardi-
zation and the strong non-gaussian nature of the rainfall
distribution. Thus, no great significance can be attached
to any peak other than inferring that much energy is
carried at these frequencies. It may be not:d here that
inclusion of the pre and post SWM seasons in the data
series has introduced much fluctuation particulurly at the
high frequency end of the PSD function. Notwith-
standing this, the Mangalore data shows a very predo-
minant peak. The existence of this has been also checked
by dividing the data into two series of 32 and 33 years
length. The PSD functions obtained have been checked
for their significance by postulating the null hypo-
thesis that the data series are white noisz. This is done
using the Kologorov-Smirnov statistics as suggested
by Jenkins and Watts (1969). It turns out that at the
959% level of significance all the data series have to be
accepted as non-white processes. ;
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Figs. 2 (g&h). Power spectral density of standarized weekly
rainfall for (g) Mysore and (h) Raichur

4. Structure of correlation

It is common practice to compute correlation coeffi-
cients for pairwise dataand auto-correlation functions
for time series data. These quantities refer to linear
relations and hence are generally meaningful for gaussian
(normal) random processes. The weekly process is
not gaussian distributed and hence the correlation
coefficients obtained from the usual product moment
formula are difficult to interpret. However, these linear
correlation coefficients could help in qual_natwel‘_\,‘f
establishing associations among weeks. Wu‘h this
in view the correlation coefficient defined as :

N
p (i, k) = N1 Z (Ry—m;) (Ry—nu) (Si 1)~
S
1 (% = Yo el e,

been computed. A few typical p’ s for fixed lag k are
:l?gwn in Figsl.) 3(a-d) as functions of the week number
i A stationary process would have shown a more or
Jess constant value of p with respect to i, once k is fixed.

The present results on the other hand, show strong non-
stationary tendencies in the data. From a quantitative
angle, perhaps, the correlation at one week lag (k=1) is
of interest. If a significance test, as on a normal popu-
lation, is applied on p(i, 1) a value of about | p| =0.25 .
has to be accepted as significant . It is observed that all
the stations possess weeks which have significant p(i, 1)
values. Another interesting result is that this value when
significant is always positive. This is an indication of
persistence at the weekly time scale. The correlation
coefficients at longer lags such as p (i, 2), p (i, 6) etc
also, some time show significant values, if tested under
the assumption of normality. However; it must be noted
that the assumption of normality is not valid for
weekly rainfall. This further brings up the necessity of
using other approaches for understanding associations
between weeks. One possible method is to postulate
that the two consecutive weekly rainfall are statistically
independent. This hypothesis can be tested by the Spear-
man'’s rank test. Here this has been carried out for all
the eight stations. For every pair of weeks the null
hypothesis that they are independent is tested by the chi-
square test at 95%; level. In Table 3 the pairs of weeks
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Figs. 3 (a-d). Correlation in weekly rainfall for (a) Bangalore, (b) Bangalore, (c) Bijapur and (d) Raichur

Related weeks and the Spearman’s rank coefficient r;

Station Correlated consecutive or alternate pairs of weeks and correlation coefficient
Bangalore (33,34)  (42,43) (44,45) (45, 46)
.39 :36 .36 .36
Bellary (33,34) (4445 (45, 46)
- .35 .35 .43
Bijapur (19,20) (19,21) (27,28 (30,31) (32,33) (34,35 (42,43) (43, 44) (46, 48)
.37 .34 .36 .36 v | .33 .41 <33 .3
Chitradurga (34,35 (35,36) (3638) (42,43) (45, 46)
.32 .34 —.38 .32 .50
Gulbarga (19,20) (30,31) (31,32) (39,40) (42,43) (46,47
.41 3 32 .40 eI .30
Maugalore (20, 21) (21, 22) (23, 25) (29, 30) (33, 39) (36, 37 37, 38 39, 40
48 31 =50 39 gt ORI e
Mysore (18,20) (45, 46)
.29 .35
Raichur (18,20) (27, 28) (30,31) (31,32) (39.40)
) | .32 .34 .33 .37
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with one and two week lag which show dependence as
per this test are listed. The interesting outcome of this
test is that at Mangalore the weekly correlations are
somewhat stronger and systematic than at other stations.

5. Discussion

Analysis, modelling and forecasting through auto-
regressive and or moving average (ARMA) schemes are
well established for gaussian data series. For non-gaus-
sian data like the weekly rainfall series one has to
either use some transformation to achieve gaussianness
or has to explore the possibility of fitting a nonlinear
time series model. Transformations are easily carried
out on random variables. But when a whole time series
has to be transformed several unresolved questions arise
(Salas et al. 1980). Many a times one uses the square
root transformation without justification but with the
hope that this makes the data nearly gaussian. On the
other hand nonlinear models are very natural for non-
gaussian data series. But the process of identifying the
model is complicated. Thus, before undertaking such
an exercise one would like to make sure that the given
non-gaussian data series has some internal relation and
is not just an uncorrelated data set. The present study is
motivated by this desire, to explore and verify whether
the weekly station rainfall in Karnataka has some inter-
nal association or not. This has been carried out through
the estimation of three statistics namely, the product
moment correlation coefficient, the PSD function and the
rank coefficient. The interpretation of all the three
results can only be qualitative. However, it is observed
that all the three statistics seem to indicate the ex-
istence of some stochastic internal relationshipin the
data series.

6. Summary and conclusion

Analysis of eight weekly rainfall time series from
Karnataka has been presented in this study. The power
spectral density functions reveal that the coastal station,
Mangalore exhibits a dominant period of about 40 days.
The correlation coefficients, the rank coefficients and
the PSD functions taken together indicate that the data
cannot be declared as just an uncorrelated random samp-
le. On the other hand, the inherent non-gaussianness and
the existence of dominant periods suggest a nonlinear
model for the weekly rainfall. The selection, estimation
and verification of such a model is currently under
investigation.
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