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ABSTRACT. A multiplicative seasonal ARIMA model of order (0, 1. 1) < (0, 1, 1) has been applied
for the prediction of monthly flow (v) in Sutlej at Bhakra dam site, using 40 years (1925-64) discharge data.

The accuracy of prediction has been tested by using seven years (1965-71) observations. The root mean
square error for the forecast period was calcul”ted. It is found that the root mean square error varies from 3
per cent in December to about 43 per cent in September.

1. Introduction

In mountaneous watershed, the streamflow has two
components (i) rainfall and (i) snow and glacier melt.
In such cases, the runoff prediction by physical processes
is far too complex to be realistic. Besides, routing of
streamflow is also difficult owing to the scarcity of
discharge data at various points and the complex
character of physiography. Thus, if we have sufficiently
long-term stationary time series of discharge, an
ARIMA (Auto Regressive Integrated Moving Average)
model may be fairly justified at least for the prediction
of monthly discharge.

A general ARIMA model consists of a deterministic
component and a stochastic component. The analysis
of long-term monthly discharge time series shows a
dominating seasonal factor accompanied by random
fluctuations. The nature of variability involved itself
suggests the applicability of seasonal ARIMA model
of certain order. It may, however, be mentioned that
in such cases the extreme values occurring in the time
series cannot be covered fully. Therefore, the prediction
values achieved by this process may further be revised
in cases where acute conditions of floods or droughts

*Present address : Central Water Commission, New Delhi.

prevail, The main advantage of the use of this model
1s its simplicity and a small number of parameters requir-
ed to be estimated.

After the development of ARIMA model (Box &
Jenkins 1970) it has been widely used in the analysis
of various meteorological time series in respzct of
rainfall (Thapliyal 1981) the discharge and temperature
(Mcmichael & Hunter 1972) and 500 mb flow pattern
(Puri et al. 1981). Rao et al. (1982) studied the perfor-
mance of ARIMA models with different crders using
Bayesian decision theory. Using about 500 monthly
flow data of Krishna and Godavari rivers, a seasonal
ARIMA [(1,0, 0) x (0, 1,1),;] model was found to be
best among 11 models considered (without any trans-
formation of given data). However, a seasonal ARIMA
[(5. 0, 0)» (0. 1, 1);s] model fitted to long transformed
data was found to be best among 33 models considered.

In the present study, a prediction technique for
monthly flow in Sutlej at Bhakra dam site has been
developed using the Box-Jenkins seasonal ARIMA
model (Clarke 1973).
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Fig. 1. Correlogram analysis of monthly run-off in Sutlej at Bhakra

Sutlej catchment has an area of 57,224 km? of which
only 22,310 km?® lies in India. Only about 8,000 km?2
of this is below 3,000 m altitude and responsible for
rainfall component of the flow. 119/ of the entire catch-
ment is permanently glaciated area and snow line des-
cends down to 1600-1800 m asl during high winter period.

2. Data used

The actual observations of monthly inflow recorded
at Bhakra dam site for a period of 47 years (1925-1971)
have been utilised in this study.

The statistics of annual observed discharge (1925-71)
is as follows:

Mean 17511 cusec
S.D. 2658 cusec
C.V 15.2%
Skewness (y,) 0.84
Kurtosis (5;) 2.43

S.E. of y, 0.128

S.E. of 8, 0.512

3. Methodology

3. 1. Svmbols used

Q,— Monthly discharge series

Xp1s

¢ — Random variate

B — Backward difference operator
Bg — Seasonal backward difference operator

a, — Uncorrelated random variable series
S — Seasonal subscript

p — Order of autoregressive component
d — Differencing operator

g — Order of moving average component

P — Order of seasonal autoregressive component
D — Differencing operator (seasonal)

Q — Order of seasonal moving average com-
ponent

a, f — Parameters of the model
%7 — Grade operator

Z — Sequences

e, — Errors series

o — Standard deviation

s, — Standard error
¢, — Coefficient of variation

Let N1t Xg2se 00 s
Xp@s v e nvnas

s Xp12 0 Xops Xz s v nn X1 5
o Ngis represent  monthly
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Fig. 2. Partial autocorrelation of original data

time series of discharge for n years recorded at a
particular point of the river, where x;; (i=1,...... , n:
J=1is o e s , 12) is the discharge of ith year and
jth month. If the series is stationary with reference to
variance, that is, variance in a particular month remains
practically constant with time, we may express the series
as a regression model having random variable ¢. Now
in the present series, we have two types of relation-
ships: (1) between x; and x;,;+, and (2) between x,
and x;4,.5. To account for both the relationships Box-
Jenkins seasonal model:

$(B") VP x, = 6(B) a, (1)
may be used. Here the monthly flow data are being
studied.

Hence, ¢(B%)=1—¢B (2)
6(B*)=1—6B2 3)
Vi=1—B* @

3.2. Autocorrelation and autocorrelation

analysis

About 40 years (1925-1964) monthly inflow data have
used been to compute autocorrelations and partial

partial

autocorrelations of lags 1 to 150. The correlograms of
these are given in Figs. | and 2 respectively. The
presence of strong seasonal component is apparent from
Fig. 1. The behaviour of partial autocorrelation shows
a rapid convergence after the second peak at lag 24.
However, only one significant peak at lag 12 is observed
suggesting the use of order one in respect of moving
average component. Thus, a multiplicative seasonal
model (p, d, ¢) < (P, D, Q) as suggested by Box and
Jenkins (1970) appears to be appropriate with p=P=0,
d=D=1 and g=0=1.

As we are considering the differences of first order
in time series and also in seasonal terms, the autore-
gressive element of order one is automatically included
in the prediction model even though the order of
autoregressive component is taken as zero.

The (0,1,1) x(0, 1, 1),, model may beexpressed as :
V(Viz %) = (1—aB)(1—8 B%)aq,
where a, is a sequence of uncorrelated random variance
with mean zero and variance o2

Therefore,
V(X —X19) = (1—aB— BB+ «fB") (5)
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Fig. 3. Comparison of forecasted and observed discharges
TABLE 1 TABLE 2
Estimation of parameters Residual sum of squares
Iteration a B B
a 0.7 0.8 0.9 1.0
0.4 0. 8¢
: 46 o 0.4 26.05 27.00 25.97 31.54
2 0.53 0.95
0.5 27.67 26.61 25.56 31.07
3 0.58 0,95
0.6 27.57 26.47 25.39 30.87
4 0.61 0.96
7 27.8 26.6 25.51 30.96
5 0.63 0.96 . Sk it
6 0.64 0.96 0.8 28.62 27.34 26.09 31.53

7 0.65 0.96 0.9 30.52 29.01 27.55 33.65
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Fig. 4. Values of us versus time (months)
Therefore, x, = x, 3 - X — 12 - Xy — 13+, TABLE 3
at—y— Py +-afa s (6) Root mean square error
The 40 years monthly data of discharge(x,) have been
used to form the series :
Month RMSE value 9 of average
.Y—le, .‘.'_n, . N .\'_1 s .\‘0. -\-1. s s “\-"H? (CUSCC) estimate
The process of estimation of parameters « and S S - ' o
as suggested by Box and Jenkins (1970) is summarised January 937 19
below: February 1477 28
The initial estimate au__:md B, are worked out as: March 1034 18
— d-LAL/ 2
aD)[ l ™Y (l_4 ry )]lz rl! (7) Apl’l] 822 14
Bo=[ 1+ /(1—4 r2p)*)/2r, (8) May 3274 33
where ry, ry, are autocorrelations of lags 1 and 12
respectively. Now the error series ¢, is generated by Juns haoia 42
e, =X, — X— — X—a T X—13FFo € +17T July D o
+Boeri1z—% Boering ® August 17227 30
Here ¢ will vary from 467 to 1. The higher order un-
S 12280
known errors are taken as Zero. elembek -
The series of a(a—p ad—ypsevvvvvennns , Ogg7) 1S October 3630 35
X using :
also generated by ne November 956 15
a, = X;— X;—1— X;—13 1+ X —13+ %o @
t Ji t—1 t—12 71T Ar—18 0 Y 1+ Deasiibes 114 3

+ B — 12— @B 4 —1s (10)

replacing unknown a,’s = 0

The five sequence of a, need to be generated for the
following szts of parameters :

( "10;80 ), (d-u' B[] ::0‘ 1 BD )s
( ady ;!; 0! dgs BO)'

Let the sequences Z (1. 1) and Z (2, t) be defined as :

Mﬂ“ + 0. lqug Bu): ar.(a_()j' 0. lﬂ’_‘ B‘ﬂ] (1)
0-2“0

[a; (a0, Bo + 0.1 Bg) — a; (ag, Bo — 0.18)] (12)
—  0.28,

Z(l, 1) =

Z@2,1) =

If the first sequence (based on a4 f,) is denoted
by a,, (a multiple regression):

ag, = C 4-ba Z(1,1) + bpz(2, 1)

where ba and bg are the multiple regression coefficient
and C is a constant, We may now modify the initial
estimate a, and By by @y = g -+ baand B, = B, + bg.
The process of modification as described above is
repeated till ba, bg become negligible as compared
to the initial estimates ap and B,.
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4. Results and discussions

The monthly discharge series Q, in Surlej recorded
over Bhakra dam site for the years 1925-1964 has
been used for this analysis :

The autocorrelation and partial autocorrelation up to
lag 150 have b:en computed and the correlograms ire
provided in Figs. 1 and 2. Examining the autocorrelations,
we see that r, is maximum at [, =12 and minimum a:
L=6. This establishes an annual cycle in the series.
The initial estimies «,—0.32 and 8,=0.73. For 7 iter-
ations the values of the estimates «, § are given in
Table 1. The final estimates of the « and B afier 7
iterations are :

a=0.65 and g= 0.96.
Therefore, the prediction model may be writenas -

Xe = Xp—1 T Xp—12— Xp—i3 + ¢, — 0.65 a,,

- -'-0.96 a—129 _:‘ 0.62 Hr_.];g.

The predictive values of discharge for the years 1965
to 1971 has ben verified with the actual observaiion and
comparisons are given in Fig. 3. The predicted peak
discharge though tallies in respect of the pericd of its
occurrence in most cases, its magnitudes are generally
higher than the observed ones. The deviation is parii-
cularly striking in 1967. The general pattern and the
magnitude of discharge for other months are reason-
ably accurate.

The variation of residuals sum of squares for difler-
ent values of @ and g is given in Table 2 showing a “mini-
mum at final values of the estimates considered in the
paper.

The behaviour of sequence at unautocorrelated ran-
dom variable for r=1,467 is shown in Fig. 4. It may be
regarded as a probability disiribution with mean zero
and variance o2,

The root mean square error of the forecast period
was worked out and is given for all the months in
Table 3. It may be seen from Table 3, root mean square
error is minimum (3 %) with respect to average forecast
flow in the month of December and maximum 43%)
for the month of September,

5. Conclusions

The technique presented above establishes its super-
iority over the regression models in the sense that it
contains & sysiematic component of estimating errors.
But essentially it is a statistical model which largely
depends upon the pattern observed during past, It is
not capable to govern the fluctuations occurring due to
any other type of variability.
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