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ABST MCT. The occu rrences and non-occurrences o f the n infall can be described by • two-state
Markov chain. A drydllc is denoted by state 0 and wet date is'den oted by stale I. We have taken the sample
which follows . Poisson process with known parameter, Using this Poisson sample we have l iven a new
approach 10 affect statistical inference for the law of lite Markov chain and stateestimation concerning un­
observed past values or nOI yeto bserved future values.The paperaims at compa ring the earlier fitoflhe data
with the new approach.
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1. Inlroduclion

Karr (1986) has given the following procedu re 10

problems on inference for Markovchains based on
point process samples :

Given a process X = IX (I)) on R with unknown
probability law, but usually of fairly narrowly
specified structure, and a Poisson process N on R.
often but not invari ably preassumed homoge­
neous, such thai X and N are independent, the goal
is to affect statistical inference for the law ofX and
state estimation concerning unobserved past
values or not yet observed (and possibly never to
be observed) future values , given as of single
realizations of the Poisson samples X (T.), that is,
the values of X at the points of N, together possibly
with observations of N itself. Observable aspects
are io the marked po int process N, marked by the
current value of X.

We follow the assumptions made by Karr (1986)
in app lying Markov cha in model for studying the
patterns of occurrences of dry and wet days. The
days were recorded under IWO categories, dry and
wet, A day is called dry if the rainfall during the 24
bours commencing from 6 a.m, on that day is either
nil or trace, otherwise it is termed wet, One of the
two periods is pre-monsoon from I January to 30
June and the other period is monsoon season from I
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July 10 30 December. Two sets of pre-monsoon
season are considered : Set I covering a lotal
2 X 180 = 360 days in the two years - 1987 and
1988. The data are taken from records main tained
by the revenue officials of Government of Tamil
Nadu at the con cerned centres.

In redrafting the information in a table suitable
10 Karr's (1986) discussio n, data are chosen 10 be a
Poisson process with parameter 2 and to decide the
observation to fall on specific dales in every
month.

2. Melhod and analysis

To describe the occurrences of dry and wet days
at Thanjavur district we use a two-state Markov
chain model as considered by Gabriel and
Neumann (1983). We assume that the probab ility of
dry (or wet) days depends on the conditions of pre­
vious day. Such a prob ability model is referred to as
a Markov chain, whose parameters are the two con­
ditional probabilities.

Po = Prob (Wet day/ previous day dry)

PI = Prob (Wet day/previous day wet)

We denote the dry day by state 0 and wet day as
state I, the occurrence of dry and wei day can, then,












