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ABSTRACT. Bayesiau statistical analysis technique -adapted to the “evaluation of cloud seeding
experiments offers great advantages by enabling to determine not only the direction of the seeding effect -
but also its magnitude. Since the seeding experiments are carried out sequentially, the technique immen-
sely helps in the decision analysis regarding the period, economics, environmental and. social impacts
of the experimentation. The technique is elucidated. Results of Indian cloud’ seeding experiments are
computed with this technique and compared with those obtained from powerful classical statistical tests.

1. Introduction I T T TR

‘Despite nearly a quarter century of experi-
mentation in precipitation enhancement by cloud
seeding, the production of increased rainfall as
a result of seeding is still regarded as uncertain
though promising. However these experiments
have made it amply clear that, just raingauge
data analysed by classical statistical methods
alone would not be sufficient to achieve mean-
ingful results in a reasonable period of experi-
mentation. Results of many an experiment re-
mained inconclusive because the experiment
was not conducted for a long enough period.
Efforts are therefore made to supplement classi-
cal statistics with Bayesian statistics, numerical
modelling and detailed and accurate measure-
ments of the clouds and rainfall. Statistical pro-
blems here are deeply intermixed with problems
of meteorology and cloud physics. .

. Simpson 'aﬁd.her;group were the first to adapt

* the techniques of Bayesian analysis to the cloud

modification experiments (Simpson et al. 1973).
Bécause of the time and cost factor involved in
conducting the cloud seeding experiments, it is

very important to utilize all the information that .

one can have. The Bayesian approach is a part
of the development towards more effective utiliza-

~tion of all relevant data in statistical “analysis.

It gives most weight to the existing data and

s

‘enables to determine not only the direction of

the seeding effect but also its magnitude.

(581)

The advantage of the Bayesian statistical
technique is that, it can be applied sequentially;
the posterior probability from ‘the first stage of
experimental work serving as the prior probabi-
lity of next stage. The method is specially useful
in the evaluation of cloud seeding experiments,
where data is being collected in stages. As evi-
dence is being gathered, one can stop and see
if the current posterior opinions determined by
applying Bayes’ theorem are sufficient to justify

terminating the experiment. This is invaluable in

the decision analysis, when we have to calculate
early in an experiment, or even before it, the
number of years of experimentation required to
establish a postulated range of seeding effects to
a specified significance level. L :

2. Bayesian statistics

It is accepted that relative frequency of an
event approaches its probability, ~which quanti-
fies our opinion or belief about some hypothesis
or uncertain event. Prior opinions are changed
by the data to yield posterior opinions or proba-
bilities through the operation of Bayes’ theorem.
This revision of opinion in the light of new in-
formation is the basis of the Bayesian statistics.
Bayes’ theorem prescribes the amount of revision
of opinion that should occur in the light of new
information or data. It is, therefore, a non-
controversial consequence of the theorem of in-
verse probability. .
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Bayes’ theorem can be stated in simple form as
follows :

Posterior  puior probability X Likelihood
probability = Datum probability
_ p(H) X p(D/H)
or HD) = £ 1
#(H|D) »(D) W
where,

D=Data or events that bear on our uncerta-
inty about the hypothesis

H=Hypothesis. »

It may be noted that p(H) is the unconditional
probability for the hypothesis to be true. It is
called prior probability because it represents
opinion before any data are obatined. Some
degree of knowledge regarding the natural dis-
tribution is required. The prior probability
assignment may either incorporate prior knowle-
dge, if it exists, or may be diffuse or unprejudiced.
Prior opinion in the form of a probability distri-
bution can usually be closely approximated by
one of just a few common distributions that are
easy to use in Bayes’ theorem. p(H/D) is the
posterior probability so called because it indicates
opinion that has been revised in the light of data,
i. e., opinion after observing D, P(D/H) is called
likelihood; it is the probability associated with
a particular data, given thatevent H has occurred.

The main objection to Bayesian approach is
in the assigning of prior probabilities to one or
more variables. It is contended that the subjec-
tive choice of prior probabilities introduces bias.
But the rationale of Bayesian technique is that,
inferences are made by combining the available
information independent of data, provided by
prior probabilities, with that given by the sample
data obtained from supsequent experiments.
Bayes’ theorem automatically weights the rela-
tive contributions of prior and sample informa-
tion to the posterior. The weights are determined
by the relative precisions of the prior and the
population. We rather intuitively expect that the
weighted estimate of the current situation would
be somewhere between the most likely prior
value and the sample estimate of data. Further
advantage is derived here by weighting the com-
plete prior distribution by the information in the
data to obtain an augmented probability (poste-
rior) distribution as an expression of the com-
bined inference. We shall briefly elucidate and
follow the Bayesian approach .applied to cloud
seeding experiments, outlined by Simpson et al.
(1973). The technique is applied to the evalua-
tion of Indian cloud seeding experiments per-
formed till now, - “

3. Bayesian analysis applied to cloud seeding

In a randomized seeded/control cloud seeding
‘experiment two independent rainfall data are
replicated. One set giving the rainfall over the
seeded area and the other when the area is left
unseeded. The aim of the statistical analysis is
to find if there is an effect on the rainfall of the
area caused by seeding and to determine its
magnitude,

An essential requirement for applying Bayesian
statistics to cloud seeding experiments however
is that, the distribution of natural rainfall over
the area should be known. This means that we
should know the distribution function and its
statistics, viz., mean and standard deviation of the
natural rainfall, which are assumed to remain
stationary in time.

It has been observed that convective rainfall
is highly variable in both space and time, with
most clouds raining little and a few very much.
The rainfall distribution is thus highly skewed.
As reported in meteorological literature, the
gamma distribution function has been found to
fit a large class of rainfall data, for Indian rain-
fall [Mooley and Crutcher (1968)]. In the pre-
sent study it is seen that the seeded and control
area rainfall data in respect of 19 seasons
(1957-1966), of Delhi, Agra and Jaipur regions
fitted into gamma distributions, after square root
transformation, with nearly invariant shape para-
meter. Gamma distribution was fitted to the data
by the method of maximum likelihood. A simpli-
fied procedure for estimating the shape and scale
parameters based on this method is provided by
Mooley (1974).

Considering x to be the daily area rainfall for
the experimental period, which is well fitting a
gamma distribution, whose probability density
function is given by

a a1 -fx

P@) = "’—"}—(;)-f—- a>0, §>0, &0, (2)

where « and B are the shape and scale parameters
respectively. I' is the gamma function. Itg mean
p and variance o2 are

p=<8>=aqalf; o¥=ap (3)

Suppose that seeded and control data can be
separately fitted into gamma distributions with
nearly the same shape parameter and have scale
parameters B; and B, respectively. Also, let
<>, and <>, be the expected values of rainfall
for seeded and control distributions. Let the
seeding factor F be defined by
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~ tion of B can be »~computed.@l'C0ns‘idering different
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where the last ratio is  obtained from (3). A
smaller value of B, therefore, implies more rain-
fall in seeded cases compared to non-seeded cases.
Further it is assumed that the effect of seeding
is multiplicative, i. e., the seeding multiplies the
natural rainfall amount per seeded experimental
day by some factor F rather than merely producing

a change in number of zero rainfall days or pro-

viding some additional rainfall per exprimental
day. A seeding factor, e. g., F=1.30 represents
30 per cent increase and F=0.90 represents 10%
decrease. Alternatively, the effect may be assumed
to be additive in which case the result is expressed
as, e.g., a4mm increasein rainfall per seeded day.
The multiplicative effect assumption is compati-

- ble with the test statistic for the crossover design,

viz., root double ratio (RDR) defined as,

RDR — Jﬂ.,& |
_ Cys TNS‘ (8)

which is utilised for evaluating the experiments
by the classical statistical tests. Here 7, and
C, refer to area average rainfall over target and
control areas on respective seeded days and.
Cyg and. Tyg to rainfall on corresponding non-
seeded days. Moreover, since a gamma distri-
bution fits well into the transformed data for
both target and control area rainfalls with the
shape parameter nearly constant, it indicates
that the seeding effect is multiplicative,

By virtue of the relation (4) we can make use
of Bayes’ equation for the scale parameter 8 to
determine actual seeding factors, :

,Baycs’,equ‘at’ion forBis

o p(B)-p(S]B) R
)= St

- PBIS) »(S) ©

where, ; |

* p(BIS)=Posterior _probability density distri-

,‘p(ﬂlS‘) “bution of the scale parameter B in
- reference to the sceded data,

~ p(B) = Prior probability assigned to the scale
ol 80, 10

- scale parameter,

 p(S/)=Likelihood of the seeded data for the

p(S) =Prob$bility of the seeded ‘data; may

-~ here be regarded as just a normalizing

~ comstant, o
 Thus, if the prior distribution of fand the likeli-
hood function are known, posterior distribu-
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discrete values of prior F and the expected value |

of control rainfall <x>>., expected value of prior -

<B>, were computed from the relation : |
. RO

T F<es, Y

<B>,
which is derived from relations (3) and (4). 'k;

Now Bayes’ Eqn. (6) can be solved by assuming
prior probability distribution of B either agamma
function or a uniform distribution. In the follow-
ing analysis a prior gamma distribution has been
assumed for B to simplify the analysis and because
of the ability of the distribution to incorporate
a wide range of prior information, This in no
way limits the scope of the analysis though sensiti-
vity is somewhat affected by assuming peaked or
flat gamma, distributions. In the beginning of the
of experiment a spread out prior distribution
of B is preferable though of course a uniform
assignment of B, within a wide range of seeding
effect, would be the best thing to avoid any pre-
judice on the posterior 8. : o

 Let the prior distribution of 8 be,
' Ky Kl —Kf
e B e

PO =gy (8) |

~ where Ki and K; are respectively the shape and
the scale parameters,. - B

L K o
Prior <g>,= E‘i‘ R )

Ky s calculated from this relation for an assumed
value of Ki. : PRSI
Since the seedmg trials are independélif, the
likelihood function p(S/f) can be written as
: s Egly Bk o
” e R * 174

(SR = IT B“.,.._‘_ .
) p( /ﬁ) i=1 . r(a); ¢

(10) :

where n is the number of sceded cases.
Substituting (10) and (8) into (6), the gamma

distribution for posterior B, is given by

Its shaps paramater is (h«+_K1) _and

scale parameter is ( X 1x;-‘-z% Ky oinmin
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“The expected value of posterior B, is, therefore,

K, K
<S> = %:-l— 1 _ i‘l" 1n
@i+ Kyfn

z; + K,
1

(12)

=

With this posterior < B/S>>the actual seeding factor
is computed using relation (7). When shape
parameter K1 of prior B distribution exceeds
about fen, the posterior gamma distribution
tends to be Gaussian (Johnson & Kotz 1970).

-4, Application of Bayesian analysis to Indian experi-
_ments

Randomized warm cloud seeding experiments
were first conducted in India in the Delhi, Agra
and ‘Jaipur regions during the period (1957-1966).
A single target-control design was utilized in
these experiments. A fresh series of experiments
using aerial seeding commenced from 1973 in the
drought prone area in the Pune region. These
experiments utilize an area crossover design with
a central buffer zone. In this design paired target
areas are set up and either area is seeded at random
in each test event, the unseeded one serving as the
control for that event. Standard randomization
procedure has been followed to avoid bias in the
selection of the area for seeding on seedable
days. The location of two areas is chosen such
that they have a high correlation (>0.75) of daily
rainfall and are oriented to avoid any contamina-
tion of one area due to seeding in the other area.
Experimetal days in each pair, which are suitable
for conducting cloud seeding experiments over
the areas, are chosen so that similar meteorolo-
gical conditions prevail on both the days. For
this purpose if the second seedable day does not
fall within five days of the first day of a pair, the
first day is also rejected and a fresh pair is
started. Also the days, on which there is continuous
rainfall over the area during the time of experiment,
are considered as unseedable days and the experi-
ments are not conducted on such naturally rainy
days.

The experimental unit for the area experiment
is all clouds passing over the area during a fixed
period on the seeding day. This does not imply
that all clouds have to be seeded even though
all rainfall in the area during the period is in-
cluded in the evaluation. The concept of rando-
mization is not compromised by the exercise of
judgement concerning which clouds are to be
treated or the amount of seeding material to be
delivered to an individual cloud. In any one
series of experiments the same seeding material
and seeding technique is continued to be employ-
ed from the beginning till the termination of the
experiments. The seeding material utilized in the
experiments reported here was a micro-pulverized

" mixture of common salt and soapstone in the

TABLE 1

Bayesian analysis

Results : Delhi, Agra and Jaipur (Season-wise)
Area experiment (Period : 1957-1966)

. K,=10
Prior § Gamma :
function Posterior 8§ Gaussian
P A v ¢ —A—
) F F for 959,
Prior<p>s F Post<f>s probability
2.3445 0.5 1.4044 1.3934  1.1337-1.7533
1.6578 1.0 1.3967 1.4152  1.1414-1.7816
1.3535 1.5 1.3857 1.4311 1.1590-1.8116

ratio of ten to one respectively with particle dia-
meter size of the order of ten microns. The ex-
periments in the Delhi, Agra and Jaipur regions
were ground based. The seeding particles were
pumped up by high pressure air compressors
operated from the ground, to form a rising plume
during hours of maximum insolation, on seed-
able days. The experiment in the Pune area
are being conducted from an aircraft flying
through suitable clouds and delivering the seed-
ing material into them through a gadget fitted
inside the seeder aircraft. Details of the above
mentioned experiments along with the corres-
ponding data have been reported earlier (Ramana
Mur6ty and Biswas 1968; Krishna et. al. 1974,
1976).

Rainfall data pertaining to 19 monsoon
seasons (July to September) which comprise 9
seasons at Delhi, 6 seasons at Agra and 4 seasons

.at Jaipur is considered as a single data set since

these three regions are climatologically nearly
similar. For Pune (crossover) area experiment
results of 17 pairs, period 1973-74, are analysed.
The details of these experiments and the data
are given in the publications referred to above
and are therefore not being repeated. Seasonal
rainfall for seeded area x, and control area X,
in respect of 19 seasons mentioned above has
been found to be fitting well into gamma distri-
butions after square root transformation. The
shape parameter was found to be nearly invariant
with value about 16 and the scale parameter
varied between 1.3 and 1.8. Bayesian analysis
applied to the scale parameter. By assuming
different prior seeding factors (F) posterior
seeding factors were evaluated. The results are
presented in Table 1.
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It is noted that even though prior seeding
factors were assumed 50 per cent decrease, no
effect and 50 per cent increase in rainfall, the
posterior seeding factors ranged between 1.393
and 1.431 showing thereby rainfall 'increases
between 39.3 and 43.1 per cent. The 95 per cent
confidence limits of the posterior seeding factors
are also listed in -the last two columns of the
- same table. Thus, the positive effects of seeding
were nearly constant and they were about 40
per cent. The results of Bayesian analysis applied
to the Pune experiments are given in Table 2.

TABLE 2
Bayeslan analysis

ReSulté t Pune (Crossover) Areca Experimentg
(Period : 1973-1974) No. of Pairs : 17

: K,=10 .
Prior 8 Gamma function Posterior § Gaussian
r A A} C A )

‘Prior<(B)>s F Post<f>s F F for 959
A . B probabilityA)

0.3607 0.5 0.2066 0.8730  0.6130-1-5159
0.2254 0.8 0.1789 1.0079  0.7078-1-7 504
k() .1803 1.0 0.1643 1.0978  0.7709-1-9062
0.1503 1.2 0.1518 1.1878  0.8341-2-0623

0.1202 1.5 0.1363 1.3226  0.9288-2-2966

It is seen that the results are not consistent;
ranging from a 13 per cent decrease in the first
case to a 32 per cent increase in rainfall in the
last case when the prior, seeding factors are
assumed to vary from 0.5 (50 per cent decrease)
“to 1.5 (50 per cent increase). It is felt that more
data is required to obtain conclusive results.

Three different powerful classical tests, viz.,
Mann-Whitney, Wilcoxon matched pairs signed
ranks and K-S two sample test have been applied

to Pune experimental data, The results are

*  given in Table 3,

_ TABLE 3
Levels of significance (One sided)

Results : Pune (Crossove‘r)V Area  Bxperiment
(Period : 1973-1974), No. of pairs : 17 '

Mann-Whitney Wilcoxon — K.S. two Likelihood
Matched sampley “ratio
pairs

0.1894 0.1056 0.2020 0.3272

The results are also not statistically significant
by any of these tests. Preliminary  statistical
analysis shows that more experiments are needed
at Pune to achieve any significant results,

3

5. Conclusion

Bayesian statistical method can be applied to
the evaluation of area cloud seeding experiments
with advantage when the natural rainfall distri-
bution over the area is known. The technique
not only helps in finding whether cloud seeding
causes an increase or decrease in rainfall but
also the magnitude of the seeding effect. The
results of earlier Indian experiments have been
independently confirmed with this method. For
the on-going experiments in the Pune region,
analysis indicate that further experiments are
necessary to obtain significant results.

L
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