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ABSTRACT. A number of numerical experiments are carried out to find a suitable dynamic initiahzation
scheme for tropics. The experiments are carried out with a multi-level primitive equations model with sigma
as the vertical coordinate. The performance of different initialization schemes are evaluated from the initialized
and 12 and 24 hours forecast fields. It is found that all the different types of dynamic initialization yield almost
similar results. However, on the basis of the overall performance and computational economy considerations,

the Okamura scheme is preferred.

1. Introduction

It has been widely demonstrated that the short range
(6 hr to 48 hr) numerical weather prediction based on
limited area primitive equation (PE) model is very much
sensitive to the initial data and boundary conditions.
Integration of such a model with the initial state of
atmosphere requires a mutually balanced mass and
velocity fields and appropriate boundary conditions.
Otherwise, unrealistic, unwanted high frequency gravity
waves, called as ‘meteorological noise’, are amplified
during the process of integration of the model. A
number of numerical techniques called as ‘initialization’
have been developed to overcome the problem by achiev-
ing a balance between mass and velocit?r fields. There
are three basic approaches to the problem of initializa-
tion, viz., static, dynamic and normal mode initialization.
A detailed review of these schemes are given by Bengtsson
(1975), Daley (1981), Sugi (1986) and many others.

Though the normal mode initialization (NMI) is
found to be more suitable for a global PE model, its
application for limited area PE models is very much
restricted. Briere (1982), Bourke and McGregor (1983),
showed the use of NMI for limited area models. How-
ever, all these studies are confined to mid-latitudes and
the application of NMI to limited area models (LAM)
in equatorial tropical region is yet to be fully resolved.
The gravitational noise control mechanism in dynamic
initialization (DI) is the numerical viscosity which is
created by Euler backward (EB) scheme during forward

and backward time integration of the model. This
scheme is widely used in LAM (PE) of the tropics, viz.,
Krishnamurti er al. (1973), Das & Bedi (1978),
Mohanty (1985), Singh(1985). This scheme is very simple
forits adaptation in a PE model and it also gives quite
reasonable results. A major disadvantage of this
scheme is that it takes too much of computational time
(about one day's forward integration of the model).
During the last decade, a number of attempts have
been made to modify the DI scheme to minimise the
computational requirements for its effective operational
use.

In this study, an attempt is made to examine the
performance of some of the modified DI schemtes for
tropics. A multi-level LAM (PE) is used for this
purpose. - 2

A brief description of the model with boundary
condition and finite difference scheme is given in section
2. Section 3 describes three well known approaches of
DI. Inter-comparison of different DI schemes are
described in section 4. Summary and conclusions are
given in section 5.

2. Description of the model

All the DI experiments were carried out with a multi-
level LAM (PE) for tropics (adapted from Naval Re-
search Laboratory, U.S.A.). The horizontal domain of
the model extends from 7.5°S 10!45° N and!30° E to 105°E
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with a grid distance of 2.5° Lat./Long. In the vertical
the model has five sigma (o) levels with ¢=0 as the top
and o=1 as the bottom boundary. In the horizontal,
the model variables are defined at staggered grid points
using Arakawa C-grid (Arakawa and Lamb 1977). The
orography is derived from US Navy data provided by
NCAR and interpolated to the model grid points.

2.1. Model equations

The primitive equations in spherical co-ordinate
governing the motion of the atmosphere appropriate to
a meso-scale quasi-hydrostatic, baroclinic system with
sigma (o-=p/p;) as the vertical coordinate is formulated
in flux form. The model with seven equations (five
prognostic and two diagnostic) include v and v momen-
tum equations, the thermodynamic, the moisture conti-
nuity, the surface pressure tendency, the hydrostatic
and the continuity equations for the seven meteorologi-

cal variables (u, v, T, g, p,. ¢ and o'v) forms a closed
system as given below :
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Here, f is the coriolis parameter, « the zonal wind
component, v the meridional wind component, ¢ the
geopotential, T the temperature, p, the surface pressure,
g the specific humidity, o the vertical velocity in o co-
ordinate, R the gas constant for dry air, 6 the potential
temperature, = R/c, ¢, the specific heat capacity of

dry air at constant pressure, D the divergence and D the
vertically integrated horizontal and mass divergence.
The vertical friction terms which include surface fluxes,
vertical and horizontal diffusion of momentum, heat
and moisture are represented by F,, F,, Fr and F;
respectively. Further, the heat and moisture source/
sink are represented by Hy and Hj respectively.

2.2. Lateral boundary conditions

The values of , v, T and p; at the lateral boundaries
are obtained by linear interpolation using the values at
the interior two grid points, whereas constant inflow
conditions have been used for the specific humidity,

q, viz., gg-zq(Nhl)—q(N)zo. In addition, no flux

condition has been imposed for the normal compo-
nents of the wind to ensure mass conservance. The
model also includes enhanced filtering near the lateral
boundaries by incorporating sponge boundary condi-
tions.

2.3. Finite difference and time integration schemes

The model equations are approximated by a second
order accurate quadratic conserving finite difference
scheme over a staggered horizontal grid system as
shown in Fig. 1. Horizontal finite difference is carried
out by using Arakawa C-grid (Arakawa and Lamb 1977)
which is found to be a suitable scheme for simulating
geostrophic adjustment in the wind field and conser-
vance of the integral properties. Temperature (7),
geopotential (¢), specific humidity (¢) and ¢ are com-
puted at the mass points (i, j) while east-west zonal wind
(1) is computed at the mid-point of mass points along the
x-axis. The north-south meridional component (v) is
computed at the mid-points along the y-axis (Fig. 1).

An explicit time integration scheme is used for fore-
casting the prognostic variables in the Eqns. (1)«(5).
First time step is carried out by Euler-backward scheme
and subsequent integration steps by the Leap-frog
method. The forward and backward time integration
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Fig. 1. Horizontal grid system (Arakawa-C)

during the process of DI are described in detail in
section 3.

2.4. Physical processes

In order to take into account sub-grid scale processes
relevant to short range prediction, following physical
processes are parameterized in the model :

(/) The planetary boundary layer is parameterized
to include the effect of friction, vertical ex
change and diffusion of heat, moisture and
momentum by using bulk aerodynamic formu-
lations.

(ii) The cumulus convection scheme used in the
model is a slightly altered version of the scheme
proposed by Kuo (1974) and subsequently
modified by Anthes (1977).

(iif) In order to consider the unresolved horizontal
scales of motion, a linear fourth order hori-
zontal diffusion scheme is used for momentum,
heat and moisture in the respective equations.

However, during the process of initialization, the physi-
cal processes were turned off.

3. Methods of dynamic initialization

A brief description of the three types of DI used in
this study is given below.

3.1. Method I

This method is based on a four-step scheme of Mat-
suno (1966), comprising of a forward forecasting fol-
lowed by a backward forecasting which is called as
‘pseudo forecasting’. For both fcrward and backward
time integration of the complete system of prognostic
primitive Eqns. (1)(5) except the moisture continuity
equation (Eqn. 4), Euler backward scheme is used.
This well known two step time integration scheme has
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the properties to simulate a computational viscous
effect of selective damping of high frequency waves.
This scheme is widely used in DI (Nitta and Hovermale
1969, Kibganov and Mohanty 1979, Mchanty and
Madan 1982 and others).

u
For a given system of eqn. gTZ=F(Z), where Z=|v
T
Ps
the four steos of dynamic initialization are :
Forward forecast
- U v
Zn+l = Zn + At.F (Zu )
v v .
Zn+l = Zn + At.F (ZH_I)
Backward forecast
. o . v
Z" o Z:-H At.F (Zu+l)
Zu+l =z — ALF (z"‘)
n a$1 n
where,
Z,*and Z,}, — intermediate values of Z at the

time steps n and n--1 respectively
/At — time interval

v — number of iterations (No. of cycle
of pseudo forecasting)

In this method, either the mass or momentum field or
both the fields can be allowed to adjust during the pro-
cess of initialization. However, it was found that for
the tropics, a mutual adjustment process is more effec-
tive (Kibganov and Mohanty 1979). Such a mutual
adjustment process is used in this study. The amplitude
response of this method is R=1-w? At?+-w* A 11 where w
is the angular frequency for an oscillatory equation
Z=Za e,
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3.2. Method 11

This method consists of three steps, a forward step
and a backward step followed by an averaging. For
both forward and backward integration, a simple
Euler’s scheme is used. This DI scheme was proposed
by Okamura (Nitta 1969). This procedure of DI
provides a much stronger damping as it simulates the
computational viscous effect which is two times higher
than the Method I. This method is also widely used
for DI (Temperton 1976, Singh 1985, Sugi 1986
and others). The three steps of this type of DI are as
follows :

zZ  =Z + AF(Z)

7" =2

n r4-1

-ALF (Z. )

zotl 37 . 2z"”
n+41 n n

The amplitude response function of this scheme is
R = 1 —2(wAt)*

3.3. Method IIT

This method of DI is similar to the Method I. How-
ever, the time integration scheme of the Method I
(EB) is replaced by a modified EB scheme comprising
of three steps (Kurihara and Tripoli 1976). Thus, time
integration scheme is found to generate stronger damping
effect than that of the normal EB scheme. In this time
integration scheme, the first two steps are similar to
EB scheme. In the third step, an averaging of the inter-
mediate values of the first two steps is carried out with
a weighting factor «. In case of «=0, this scheme
reduces to a normal EB method. The various steps
of this type of DI are :

Forward step

Z,, =7 +AFZ)
*

z. =Z 4+ AF(Z )

v B l | Z*‘ Z‘

Zn}l : ( £ CI) nl -4 nil

Backward step

* v 7[ v )
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where « is a weight factor which controls the strength
of damping. The amplitude response of this method is
R=1 — (2a-+ 1w A1)2+(1+a)® wi(At)% This method
of DI is used by Dey (1979). In this method, by pres-
cribing a suitable value of @, it is possible to vary the

magnitude of computational viscosity for the selective
damping of high frequency waves. In this study, value
of a has been taken as 1 and 3 and like the other two
methods, mutual adjustment of mass and velocity fields
is allowed.

4. Results of numerical experiments

All the numerical experiments on initialization and
forecasting were carried out with a five-level PE model
described in section 2. The data used for these experi-
ments is the First GARP Global Experiment (FGGE)
level ITIb analysis for 12 GMT of 22 May 1979 pro-
duced by the European Centre for Medium Range
Weather Forecasts (ECMWF). :

The results on characteristics of DI, inter-comparison
of the three different types of DI and impact of initiali-
zation on the forecast are discussed in the following
three sub-sections.

4.1. Characteristics of dynamic initialization

The results of characteristics of initialization are
presented for Method I. In order to examine the role
of initialization in simulation of computational visco-
sity at the end of each of the four steps of the pseudo-
forecasting, we have calculated :

N—1 M—I

PR 1Zntr — Z,1
e T (M —2)(N—2) At

i=2 j=2

The values of | 7, and | ¢,| at ¢ =0.5 are illus-
trated in Figs. 2(a) and 2(b) respectively. It is observed
from Fig. 2 that during first one or two hours of ini-
tialization, damping was quite intense and afterwards
become negligible. Further, it is found that the mass
and velocity fields have undergone damping with an
opposite phase which explains the mechanism of mutual
adjustment during the process of initialization.

To demonstrate the properties of DI to provide selec-
tive filteration of only high frequency gravity modes
without affecting the large scale motion of the atmos-
phere, the level average vorticity and divergence are
presented for four different sigma surfaces (¢=0.9,
0.7, 0.5 and 0.3) in Fig. 3. While in the process of
initialization, mean vorticity (| z[) remained almost
constant, strong damping of mean divergence (/D [)
was observed at cach of the levels. This damping is
strongest at 0=0.3 and least at o=0.5 (equivalent
to 300 and 500 mb levels respectively). These results
are similar to the one reported by Mohanty (1982) for
a barotropic PE model.

During the process of initialization, velocity and
mass fields characterising the synoptic and large scale
features of the atmosphere remain unchanged. For an
example, the flow pattern at 500 mb level before ini-
tialization and after 12 hours of initialization by Me-
thod 11 are illustrated in Fig. 4. As it is seen from Fig. 4
that the location and circulation patterns of all the
synoptic systems remain unchanged. However, slight
weakening of cyclonic and anticyclonic systems are
reflected in geopotential fields (figures not presented).
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TABLE 1
RMSE values between the initial and initialized fields by the three different methods

level

RMSE ‘" (m/sec) RMSE ‘v (m/sec) RMSE ‘T (°C)
(mb) Method Method Method
{—-——-;_A.r — — N — —— e

I 1l i . 1 T "1 1 m
200 0.82 0.70 0.79 0.72 0.69 0.70 0.19 0.17 0.18
300 0.63 0.54 0.65 0.53 0.51 0.56 0.19 0.17 0.18
500 0.54 0.53 0.57 0.41 0.41 0.43 0.18 0.17 0.19
700 0.44 0.42 0.46 0.33 0.32 0.34 0.19 0.18 0.20
850 0.38 0.29 0.38 0.29 0.27 0.29 0.20 0.19 0.19

4.2. Inter-comparison of initialization schemes

The results of performance of three different initiali-
zation schemes, described in section 3. are demonstrated
here.

For this purpose, the absolute mean of | (7, ., i¢,, ' D
for the mid-level (¢=0.5) and | p,, | at the end of each
cycle during the process of initialization by three different
methods are presented in Fig. 5. It is found that the
damping is very intensive for all these parameters during
the first three hours of pseudo-forecasting. After a
period of 5 to 7 hours of initialization. damping of all
these parameters become negligible.  Maximum re-
duction in the amplitude is observed in the case of
’];.ﬂ‘ | and [ ¢ |

The nature of damping in the process of DI by all
the three methods is found to be similar. However.
the rate of damping is more intensive by Method III
and least by Method T which agrees very well with the
theoretical values of amplitude response (R) of these
methods. For example, the reduction in the magnitude
of | U, | become negligible after three hours of pseudo-
forecasting by Method III while Method I and Method 11

take 7 and 4 hours respectively. Almost similar be-
haviour is observed in the case of other parameters.
However, this does not provide a clear indication of
the superiority of one method over others. Since it is
observed that even after 9 hr of initialisation when the
changes in all the fields become almost negligible, the
magnitude of ' [7,, |4, |p,| and|p| are found to
be least in case of Method 11l and maixmum in the case
of Method 1. By introducing a maixmum computa-
tional viscosity in Method IIl and least in Method I,
there may be undesirable damping of essential meteo-
rological informations to some extent during the process
of DL

Assuming that the initial fields before initialization
are in a reasonable state of balance and true representa-
tive of the real atmosphere, an attempt is made to eva-
luate the changes in the values of mass and velocity
fields due to different types of DI. For this purpose
root mean square error (RMSE) of the 12 hours ini-
tialized zonal and meridional wind components and
temperature with respect to the corresponding initial
fields are evaluated and presented in Table 1 It is seen
from Table 1 that the RMSE values for the three
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(b) vertical velocity ()

insec™! at ¢= 0.5 (approx. 500 mb) during one day fore-
cast, Dashed line for the forecast from uninitialized

data and solid line for the forecast

data (Method II)

from initialized

TABLE 2

RMSE of 12-hour forecast obtained from different types of initialized input

Level RMSE “u’ (m/sec) RMSE *v" (m/sec) RMSE ‘T (deg. C)
(mb) — A == — A _
No No No
initia- Method Method Method  initia- Method Method Method initia- Method Method Method
liza- 1 I LI liza- I I 11l liza- I 1 Il
tion tion tion
200 5.48  4.11 3.61  4.25 6.4 535 4.9 5.28 2,57  1.91  0.98 1.86
300 4.65 4.15 4.07 4.15 5.01 4.95 4.32 4.69 2.47 1.88 1.75 1.83
500 3.90 3.0 231 2.9 3.52  3.50 2.16 2.26 1.90 1.36 1.26 1.28
700 3.58 2,52 2.47 2.89 3.63 3.56 2.60 2.62 1.43 1.33 1.28 1.37
850 4,02 2.87 2.51 2.56 2.51 2,23 2.07  2.21 1.73  1.54  1.35 1.46

different methods are not significantly different. How-
ever, in most of the cases, the RMSE is least for
Method 1l and maximum for Method I11.

From these inter-comparisons, it is obvious that the
performance of all the three methods are almost similar.
However, from the point of view of computational
requirements for the different initialization methods
it is evident that Method Il is more economical as
compared to the other two methods (e.g., Method 111
requires double the time for computations as compared
to Method II).

From the dynamic initialization point of view, it is
obvious that Method Il is more desirable from perfor-
mance and computational economy considerations.

4.3. Impact of initialization on

short-range (12-24
hours) forecasting

Fig. 6 shows the time plots of the surface pressure
(p,) and vertical velocity (#) in sigma co-ordinate for
the level ¢=0.5 at a specific location (30° N, 65° E)
during a one day forecast produced without initialization
(dashed line) and with 12 hours of initialization by




146

¢ level  (mb)

Pressyur

U. C. MOHANTY et al.

Fig. 7. The zonal average 12 hours forecast error of 7' with : (a) uninitialized data and with initialised

data by : (b) Method I. (¢) Method II and (d)

Method II (solid line). Spurious fluctuations in the p,
and ¢ fields which appear during the model time in-
tegration without initialization are clearly suppressed in
the model run started with the initialized fields.

Root mean square error of temperature, zonal and
meridional components of wind for 12 hours integration
of the model with respect to the corresponding veri-
fication fields over an interior region bounded by
5°8-30° N and 45° E-95° E are given in Table 2.

It is obvious to see from this table that at all the five
levels RMSE for w. v and T are maximum with unini-
tialized data as the initial state for the model. It may be
noted that the RMSE of «, v and T fields obtained after
12 hours of forecast run fiom the three different initia-
lized input fields are almost similar, though in all the

cases. Method 11 results are better than others.

The zonal average 12 hours forecast errcr of tempera-
ture with uninitialized and initialized fields (by three
different methods) are illustrated in Fig. 7. The forecast
error obtained from the uninitialized data is quite large
compared to those from initialized input fields. It is
seen that the results from the initialised fields obtained
from Methods I and I are least and almost identical.
Similar type of results are obtained in respect of other
variables. Even the geographical distribution of u, v and
T give the similar type of results (figures not presented).
This again confirms that the initialization by Method
I gives a better forecast than the other two methods,
though the differences are not so significant.

Method 111

Fig. 8 depicts flow-pattern at 500 mb of model fore-
cast for 12 hours with initialised (Method I1) and uninit-
ialized input fields along with the corresponding observed
analysis. It is seen from Fig. 8, that the location and
intensity of the mid-trepospheric trough in westerlies
over northern India together with the anticyclonic
circulations over Arabia and Burma are well predicted
by the medel forecast obtained with the initialized input
data. Similarly, the cyclonic circulation over north
Andman Sea is also well brought out. On the other hand,
the forecast obtained with uninitialized input data
distorts the location and intensity of the trough and of
the two anticyclonic circulations over Arabia and
Burma. Moreover, in this forecast the north Andman
Sea cycionic circulation is wiped out and spurious
anticyclonic circulations are created over Bay of Bengal
& China. The flow patterns predicted withinitialized data
obtained from Methods 1 and 111 are very much similar
to that from Method II and, therefore, the results are not
presented. This clearly demonstrates the need for
initialized fields as input data for the model integration.

5.  Conclusion
On the basis of the above stated results, we can
make the following concluding remarks:

(i) The dynamic initialization exhibits the property
of selective filteration of high frequency wave
spectrum. Further, this initialization does not
significantly alter the broad features of large
scale processes and the centres of atmospheric
vortices.
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Fig. 8. Stream-line isotach analysis of wind field at 500 mb
of 12 hours forecast obtained from : (a) initialized
data, (b) uninitialized data of 2.2 May 1979 (12
GMT) and (c) of the corresponding observed field
at 23 May 1979 (00 GMT)

(i) The pzrformance of three different types
of dynamic initialization schemes, yield almost
similar type of results, both qualitatively as well
as quantitatively. Further, no significant
differences are observed even in the 12 hours
forecast fields obtained from the different
initialized fields. However, from the point of

view of computational economy and per-
formance, Method 11, viz., Okamura method
(Nitta 19069))ismcreacceptable.

(iii) For initiahization of a multi-level PE model in
tropics with wind field as one of the input data,
dynamic initialization is very much essential as
without such an initialization, a large forecast
error is observed in short range weather fore-
casts(12-24 hours).
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