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Estimating the bias of correlation coefficients
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1. Introduction

One of the major problems arising in th2
correlation method of seasonal forecasting is
the selection of factors to be used in forecas®
formulae. As pointed out by Savar (1935)
there are two main ways in which the choica
can be made—

(1) a priori selection in which the factors
are chosen on theoretical or physical
grounds, and

(17) selection by correlation in which the
factors are chosen because empirical
relationships have been found to exist
between them and the elements for
which forecasts are required.

It was early recognized that in testing the
significance of correlations selected under
(i7) some allowance should be made for the
fact that they have in general been chosen as
the highest of a large number. For this
purpose Walker (1914) gave values of the
*“ probable highest ™ correlation while Savur
and Gopal Rao (1932) extended this to give
values necessary for significance at the
5 per cent level. However, effects of selection
should also be taken into account when esti-
mating the true or long term value of a corre-
lation coefficient, a matter which is of even
greater concern since the best estimate is
required to determine the actual regression
equation.

In examining effects of selection from this
point of view it is simplest to deal with
the transformed correlation z* which i3
very nearly normally distributed about
the wvalue ¢ (similarly defined from th=

population correlation p) with variance
it Y

1/(n—3), where n is th2 number of pairs of
values on which the sample correlation r is
based. Corresponding to each calculated
correlation we mayv write z = { + d
where d represents the sampling error. A
possibility which ecannot be ignored is tha’
in selecting the highest values of z one is in
effect choosing those which have high values
of d. If this were the case some idea of th2
bias associated with the i highest value of
z could be gained from the mean of the
1" highest valne of d. The present note is
concerned with a simple method of obtaining
the mean of the i highest value in a sample
of size m from a standard normal distribution,
and with the application of this result to
selected correlation eoefficients.

2. Mean of the i'" highest value

The probability that the " highest out
of a sample of m values from a standard
normal distribution is between z and z + dz
is equal to the probability of obtaining m-1
values below 2, i-1 values above z - dz, and
one valne between z and z + dz. In the
limit this is given by

m! m—i i—1 ]
P ——— /) ——t
( N =+

m—i) ! (1—1)!
where p is the probability of any particular
value being below z, i.e.,
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and g = 1—p. The mean of this distribu-
tion ean be evaluated for given values of
i and m only by a tedious numerical process
such as was carried out by Tippett (1925)
for ¢ = 1 and certain values of m
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An approximate value for the mean can be
found by using the median, which is obtained
by solving the equation
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for p and finding the corresponding value of
z from standard normal tables. This metho |
was used by Savur (1935) to give values of
correlations  corresponding  to  Walker's
50 per cent level of significance. The same
values (denoted by aw» in his paper) were
then used as estimates of the true correlation
which strictly speaking involved the use of
the median in place of the mean. This
method has the disadvantage that for i==1 the
equation giving the median value of p requires
solution by numerical methods.

However it will now be shown that the mean
of the i highest value in a sample of size
m from a standard normal distribution can be
approximated by another quantity which is
much easier to compute than the median
used by Savur (1935). This quantity,
denoted by Xia. is defined so that on the
average i — & of the m values in the sample
would exceed it, i.e., so that

—Jat 1—3
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A comparison of values of Xijm with the
corresponding values of the moan (from
Tippett 1925) and the median are given in
Table 1, for i=1 and certain values of m.

S

The figures show that Xi is almost as
good an approximation to the mean as is the
median. Moreover the error made in either
case is very much smaller than errors which
must be expected due to sampling since the
gtandard deviation of the highest value (also

. given by Tippett 1925) varies from 0-83 for
m = 2 to 0-35 for m = 1000. In no case
does the error due to the approximation
exceed 1/5 of the corresponding standard
deviation so that for praetical purposes either
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TABLE 1

Mean of the highest value in a sample of size ‘m from
a standard normal distribution

Exact Value Approximate v alues

m Tippett (1925) Median Xim
Savur (1935)
2 0-50 0-54 0-67
3 1-16 1-13 1-28
10 1-54 1-50 1-64
20) 1-87 1-82 1-98
GO 2-32 2.27 2
100 2-51 246
204 2-75 2:70
0o 3-04 2.99
1000 3-24 3-20

the median or the value Xi . may be usel
in place of the mean.

Tor 41 a direct comparison cannot be
made as the exact mean values are not avail-
able. However the differences would pro-
bably be smaller than those shown for
t = 1 since the distributions become more
symmetrical as more central values are
considered. For evample for the central
value when m is odd [¢ = (m -+ 1)] mean,
median, and X; ., are all zero. TIt, therefore,
seems likely that the value Xim would be a
good approximation to the mean for =41, a
result which is of particular interest since
the median is much more difficult to obtain
for higher values of 7.

In order to simplify the practical appli-
cation of the suggested approximation,
values of Xim for different values of ¢ and m
are given in Table 2.

3. Application to Selected Correlation Coefficients

If we consider m correlations each ob-
tained from n pairs of values, the bias asso-
ciated with the transformed correlation z
which corresponds to the #*" highest value of
the sampling error d, is given by

Xb‘, m L]

(n—3)} .
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TABLE 2
: Approximate mean of the ith highest value in a sample of size m
from a standard normal distribution ; Values of Xi,m
' 1 2 3 + b 6 7 8 9 10
m
1 0
2 0-7
3 1-0 0
+ 1-2 0:3
b 1-3 0-5 0
G 1-4 0-7 0-2
7 1-5 ‘8 0-4 0
8 1-5 0-9 05 0:2
] 1-6 0 06 0-3 0
10 1-6 1-0 0-7 0-4 0-1 —0-1
12 1:7 1-2 0-8 06 0-3 0:1 —0-1
14 1-8 1-2 0-9 0-7 0-5 0-3 0-1 —0-1
16 1-9 1-3 1-0 0-8 0-6 0-4 0-2 0-1 —0-1
18 1-9 1-4 1-1 0-9 0-7 0-5 04 0:2 0-1 —0-1
20 2-0 1-4 1:2 09 0-8 0-6 05 03 0-2 0-1
30 2-1 1-6 1'4 1:2 1-0 09 08 07 0-6 06
50 2-3 1-9 1-6 1-5 1-3 1-2 1-1 1-0 1-0 0-9
100 2-6 2+2 20 1-8 1-7 1-6 1-5 1-4 1:4 1-3
500 3:1 2-7 26 2:b 24 2:3 2-2 2:2 21 2:1
1000 3:3 3-0 2-8 2.7 2:6 29 2-5 24 24 2-3
) 10 12 14 16 18 20 30 60 100
m
20 01 —0-2 05
30 05 0-3 0-1 —0:1 —0-3 —0-5
50 0-9 0-7 0+6 05 04 0-3 —0-2 —2-3
100 1-3 1-2 1-1 1-0 09 0:9 05 0 —2+6
500 2:1 2.0 1-9 1-9 1-8 1-8 1:6 1-3 0-8
1000 2-3 2-3 2.2 2+2 2-1 2.1 1-9 1:6 1-3

where Xim 13 obtained from Table 2 with the
given values of ¢ and m. It is of course
impossible to identify any particular observed
correlation with a particular value of 7. If,
however, the & highest correlations have
between them most of the high sampling
errorg, the average bias will not be very

different from that derived on the assumption
-

that the " highest error is associated with
the «*" highest observed correlation. For ex-
ample the 5 highest correlations out of 50
might in reality have sampling errors such
that ¢ =— 4, 1, 6, 2, 10. The average value
of Xim for m = 50 and these values of ¢ is
found from Table 2 to be 1:6, while that for
i = 1,2 3, 4,5 is equal to 1-7,
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It is, therefore, suggested that each of the £
transformed _(,'Ul‘l‘i,‘]iltiul]n be reduced by an
amount

¥im
(n—3)}

where Y is the mean value of X, for

i=1,2 ...,k ; te,
1k
Yem =—
3 7
1
This will lead on the average to unbiassed
estimates of the transformed correlations
which may be used to determine corrected
correlation coefficients,

The relevance of this procedure depends on
the fulfilment of the condition mentioned
above, viz., that the L highest correlations
have between them most of the high errors.
Ultimately this must be decided by reference
to selected correlations themselves, in parti-
cular by comparing the theoretical mean bias
with the average drop observed in the trans-
formed correlations when independent esti-
mates are available. A study was, therefore,
made of the relationships used in actual
forecast formulae. Asan example the results
obtained with reference to the formulae for
Indian rainfall published by Walker (1924)
are set out below.

INDIAN JOURNAL OF METEOROLOGY ANL GEOPHYSICS

[ Vol. 4 No. 4

From the information given it was estimat-
ed that about 500 relationships besween past
and future weather were considered in the
derivation of the six forecast formulae. Of
the 28 relationships finally used, Savur
(1935) regarded 8 as being selected on theore-
tical crounds, so that the remaimning 20 were
m effect chosen as the hichest of about 500,
Averaging the values of Xin (from Table 2)
for 1 = 1, 2, 20 and m 200 _L':-!\'l‘H
Yim 2-1, while the average period on
which the
s 31 Vears.

original correlations were based
The mean theoretical hias is,
therefore, given by

9.
2-1 =040
1

(n—: : (28)

[ndependent estimates of these same 20
correlations were given by Savur (1935) in
Table 1 of his paper. From these values the
average drop observed in the transformed
correlations was computed and found to be
0-39, showing that the selected correlations
do in fact behave as though they were asso-
ciated with the highest 20 out of 500 errors.

The assumption underlying the theoretical
mean bias is, therefore, justified with regard to
Walkei’s (1921) correlations and it seems not
unlikely that the suggested procedure should
be used generally for correlation coeflicients
selected because of their magnitude.
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