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सार —  �स्ाा�् अध््य भार् के उ�रप�ू� केष म� बराक यद� �ोणी म� मािसक �षार काप�ूारयनमाय करये के िलए 4 मह�ये 

पहले ्क केप�ूारयनमाय �कि्ि के िलए एक द�घर अलपकािलक सममि् (LSTM) ्ांषका येट �कर  (NN) को िय्ो�ि् कर्ा है। यौ 
महत�पणूर िल�ा्न प�र�ि्र् य म� से, समन� स्ह ्ापमाय (SST), समन� स्र दबा� (SLP), यीयो 3.4 सूचकांक, भार्ी् 

�ीषमकालीय मॉयसूय �षार (ISMR) ा�संगि््य और ���न�ी मोड सूचकांक (DMI) को सबसे उप्न� प�ूारयनमायक्ार के रप म� 
पहचाया ग्ा और NN म� िय�ेश के रप म� पेश �कए गए। LSTM एक ा�शेष �कार का आ�्रक ्ांषका येट �कर  (RNN) है, िो अपयी 
कोिशका अ�स्ा म� सचं्ी रप से सना�धा ियषकषरण और मेमोर� को सटोर करये म� मा�हर है। मॉडल प�रणाम संभाा�् प�ूरसचूक सेट 

और �ोणी म� �षार ा�्रण के बीच �बल सहसंबधं दशार् े ह�। ा�िभनय सां�ख्कक् उपा्य के सदंभर म� �ा� प�ूारयनमाय प�रणामय कक 
िाँच कक गई और प�ूारयनमायय को �ास्ा�क सम् �ेकणय (0.90 से अिधक सहसंबधं और 85% से अिधक �हट सकोर) के बराबर पा्ा 
ग्ा। मॉडल के पर�कण चरण म� 12.45% से 15.65% कक सीमा म� रट माध् �गर षन�ट्ाँ उतपनय हन�, िो मॉडल  के सं् ोषियक 

�दशरय को उिागर कर्ी ह�। ा�िभनय िल�ा्न सचूकांकय को शािमल करये के �स्ाा�् ा�िध केष म� �षार के प�ूारयनमाय के िलए एक 

य्ा दा�कोण बया्ी है �िससे िल संसाधयय का सम् पर और �भा�ी �बधंय हो सक्ा है। 
 
ABSTRACT. The proposed study employs a long short-term memory (LSTM) neural network (NN) to forecast 

monthly rainfall in the Barak river basin in the northeastern region of India for a prediction horizon up to 4 months in 
advance. Out of nine significant climate variables, sea surface temperature (SST), sea level pressure (SLP), Nino 3.4 
index, the Indian summer monsoon rainfall (ISMR) anomalies and dipole mode index (DMI) were identified to be the 
best-suited predictors and were introduced as the inputs in the NN. The LSTM is a special kind of recurrent neural 
network (RNN) which specializes in feature extraction and storing memory in its cell state cumulatively. The model 
results display strong correlations between the potential predictor sets and the rainfall distribution across the basin. The 
obtained forecast results were scrutinized in terms of various statistical measures and the predictions were found to be at 
par with the real time observations (correlations greater than 0.90 and hit score greater than 85%). The testing phase of 
model produced root mean square errors in the range of 12.45% to 15.65% highlighting satisfactory model performance. 
The proposed method of incorporating different climate indices form a novel approach to forecast rainfall in the region 
which may lead to timely and effective management of water resources. 

 

Key words  – Climate variables, Dipole Mode index, Forecasting, Indian summer monsoon, Long short-term 
memory neural network, River basin. 

  
 
1.  Introduction 
 

For an agricultural country like India, precise 
prediction of rainfall is of utmost importance as irregular 
forecasts can lead to damage to crops, farms and well as 
property. Proper rainfall prediction also helps in flood 
mitigation, management as well as resource utilization. 
However, forecasting rainfall is a challenging task and 
depends on various climatic factors. Traditional methods 
(numerical and statistical models) and coupled climate 

model approaches have been long used in forecasting 
rainfall. With the advent of artificial intelligence, data 
driven and machine learning has come to the fore in 
climate change/modeling studies. The suitability of the 
mentioned methods lies in the fact that they are able to 
generalize nonlinear processes due to their intrinsic 
architecture. Rainfall prediction is also a highly complex 
and non-linear process. Deep learning neural networks 
(NN), an ancillary of data driven techniques, have been 
widely used in such studies as they have the 
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Fig. 1. Location of the study area and the meteorological stations 
 

 
 
capability to identify and mimic natural climatic (non-
linear) processes by mapping potential predictors and the 
predictand without necessarily having the knowledge of 
the working of the natural phenomena. 

  
Researchers have formulated a considerable number 

of rainfall prediction models by employing artificial 
neural networks (ANNs). Wu and Chau (2010) used 
ANNs to predict monthly rainfall for meteorological 
stations in China. Yuan et al. (2016) utilized climate 
indices to forecast summer rainfall in the yellow river. 
Htike and Khalifa (2010) formulated a focused time delay 
NN model to forecast rainfall across many stations in 
India one, five and ten years in advance by only using 
archival summer rainfall data. Chattopadhyay and 
Chattopadhyay (2008) predicted rainfall across several 
stations in India using max. and min. temperatures as the 
climate variables to their NN model. Kumar et al. (2012) 
forecasted rainfall using NNs at Udupi, Karnataka, India 
utilizing average humidity and wind speeds. Abbot and 
Marohasy (2012) predicted rainfall across the Murray 
Darling Basin, Australia by considering monthly rainfall, 
climate indices, air temperature and solar data as the input 
to their NN model. Chakraverty and Gupta (2008) 
forecasted the southwest monsoon across India using 
ANN models. Dabhi and Chaudhary (2014) forecasted 
precipitation in Anand, India by using a wavelet ANN by 
considering temperatures, humidity and the previous day’s 
rainfall. The above-mentioned studies showcase the 
capability of ANNs to forecast rainfall at longer time 

intervals. Badr et al. (2013) and Rasel et al. (2015) in their 
studies revealed the superior forecasting ability of data 
driven approaches as compared to their statistical and 
coupled climate model counterparts. However, with 
constantly improving and evolving artificial intelligence 
techniques, the need of the hour is to build a model that 
can provide precise and accurate results. In the above-
mentioned studies, ANN models have been successfully 
applied to many regions all across India except the North 
East (NE) part of the country. The NE region of India, 
located between 22° N - 29° N boasts unique topographic 
features. This region has a prolonged winter lasting from 
early November until mid-march with many mountainous 
ranges and valleys. The NE region has a sub-tropical 
climate and receives the highest average rainfall as 
compared to other regions of the country. This rainiest 
region of the world, Cherrapunji, a place in Meghalaya 
that receives an average annual rainfall of 11,420 mm, lies 
in close proximity to the Barak river basin in NE India. 
Except for a few places, most of the region receives an 
average rainfall of around 2000 mm yearly. The number 
of rainy days compared to other parts of the country are 
comparatively much higher, varying from 90-120 days. 
The temperatures in this region are also very contrasting 
in nature. The temperatures in the Barak valley are around 
30° C to 31° C during the summer months while the mean 
temperatures in winter are around 12° C - 13° C. All the 
above-mentioned factors and features add to the 
complexity of our problem to forecast rainfall in the Barak 
river basin.  
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TABLE 1 
 

Statistics of the monthly rainfall data across the meteorological station 
 

Station name Discharge Max. (m3/s) Discharge Min. (m3/s) Mean Discharge (m3/s) Standard Deviation (m3/s) 

Badarpur Ghat 4811.23 380.03 2120.23 890.20 

Annapurna Ghat 3401.27 128.20 1281.23 580.21 

Matijuri 5705.45 1059.91 1440.34 879.45 

Fulertal 1498.48 118.56 351.71 289/12 

Dholai 161.20 20.01 39.21 29.21 

Maniarkhal 5530.25 250.81 2201.23 940.12 

 
 

In the proposed study, we have used a deep learning 
long short-term memory (LSTM) NN to forecast rainfall 
in the Barak river basin by resorting to various lagged 
climate indices. The advantage of the LSTMs to learn 
long-term temporal dependencies and extracting features 
from datasets were utilized in this present work. The 
features extracted using the LSTMs were then used to 
calibrate the lagged correlations between the climate 
indices and rainfall in the region. The potential and best-
suited climate indices were then used as predictors in the 
model to forecast rainfall in the basin. The obtained 
results were measured in terms of various statistical 
measures to validate the model predictions. The proposed 
work is structured as follows. The next section introduces 
the study area and the different climate variables followed 
by two sections dedicated to methodology and model 
results respectively. The last section provides the 
conclusion. 
 
2.  Study area and description of data sets 

 
The Barak river basin lies in the NE region of the 

India with an area about 41,157 km2 and lies between east 
longitudes 90°10ʹ to 95°7ʹ and north latitudes 21°58ʹ to 
26°24ʹ shown in Fig. 1 below. The bed gradient of 
the Barak River is very flat and varies from 1:10,000 in 
the upper reach to 1:20,000 in the lower reach. The 
surface and ground water potential of the basin are           
48.3 km3 and 1.8 km3 respectively. The basin is 
surrounded by terrain on three sides and reaches 
Bangladesh at the downstream end, finally entering the 
Bay of Bengal. More than 70 % of the basin is covered 
with vegetation and the river accounts for only 1.5 % of 
the total basin area. Interestingly, this region is the one of 
the only two regions (Western Ghats) across the whole 
country that receives very heavy rainfall after the 
withdrawal of the southwest monsoon, i.e., retreating 
monsoon. 

 
The basin boundary is delineated from the 30 m 

resolution  SRTM DEM  obtained  from  the United States  

TABLE 2 
 

Climate indices along with their highest lagged correlation 
coefficient values 

 
Climate Index Lag time (in months) Correlation coefficient 

SLP 5 0.48 

SST 6                    -0.45 

AT 8 0.25 

uWND 6 0.27 

vWND 6 0.31 

200HGT 8 0.30 

Nino 3.4 4 0.45 

ISMR anomalies 5 0.39 

DMI 5 -0.51 

 
 
Geological Survey (USGS) with the help of ArcSwat tool 
of ArcGIS software in GIS environment. The monthly 
rainfall data across the basin for different meteorological 
stations were acquired from the data archival section of 
the Indian Institute of tropical meteorology (IITM), Pune 
for the period 1950-2017. The study aims at forecasting 
rainfall during the summer monsoon period from May to 
August (MJJA). The statistics of the monthly rainfall data 
is shown below in Table 1. 

 
Nine climate indices were used as predictors in the 

proposed LSTM model. Climate variables, namely, Sea 
level pressure (SLP), air temperature (AT), u wind            
(u WND) component, v wind (v WND) component and 
Geo potential height anomalies at 200 hPa (200 HGT) 
were obtained from the National centers of environmental 
prediction (NCEP) for the period 1980-2017 gridded at 
2.5° × 2.5° for the entire basin region. Sea surface 
temperature (SST), Dipole Mode Index (DMI) and Nino 
3.4 index gridded at 2° × 2° were utilized from the data 
archival section of the National Oceanic and Atmospheric  
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Fig. 2. A typical long short-term memory (LSTM) neural network architecture 
 
 
Administration (NOAA) for the same period. The Indian 
summer monsoon anomalies were obtained from the 
Indian institute of Tropical Meteorology (IITM), Pune for 
1980-2017 for all meteorological stations in the river 
basin. Numerous past studies have substantiated the use of 
lagged climate variables as potential predictors for data 
driven neural network models (Abbot and Marohasy, 
2017; Peres et al. 2015). The lagged correlations (CC) 
between the selected climate variables and the 
precipitation during the months MJJA are presented in 
Table 2.  

 
Out of nine overall indices, SLP, SST, Nino 3.4 and 

ISMR anomalies correlated highly with the predictand 
while DMI negatively correlated the most with the 
monthly rainfall for the period MJJA. The SST and DMI 
that are negatively correlated indicate inverse relationship 
with the predictand (forecasted rainfall). The positive 
correlations indicate direct influence over the forecasted 
predictand. 
 
3.  Methodology  

 
The LSTMs are a special kind of recurrent neural 

networks (RNNs) that have the ability to learn long-term 
dependencies and extract significant features from the 
available data sets. Certain gates achieve this, namely 
forget, input and output gates (Gers and Schmidhuber, 
2001). The forget gate analyzes the data and utilizes only 
the information that is deemed necessary. The input gate 
preferences the part of current input vector. The output 
gate determines the outcome of the hidden and reserved 

state. This modulation is achieved by activation functions, 
namely, hyperbolic tangent across the input gate and 
sigmoid function across the forget and the output gate. 
The cell state store the information cumulatively 
(Schmidhuber, 2015). The working of a typical LSTM cell 
state is shown in Fig. 2. 

 
The climate variables and the monthly rainfall 

relationship for the period MJJA is calibrated using 
Spearman’s correlation as shown in Table 1. The LSTM 
sequence-to-sequence prediction is basically a multiple 
input multiple output (MIMO) forecast. For a given time 
series, T = (φ1, φ2… φN), MIMO statuettes T to establish a 
relationship between the different time series data,                
X = (φt-n+1, φt-1… φt) and subsequent observation,            
Y = (φt+1, φt+2… φt+H),  

 
Where H > 1 is the prediction horizon. The proposed 

LSTM model aims to estimate and evaluate the 
conditional probability: P (y1, y2… yT

1/ x1, x2 … xT), where 
(x1, x2 … xT) is the input arrangement of predictors and (y1, 
y2… yT

1) is the eventual target output, where time T1 varies 
from T. The overall number of predictor neurons are equal 
to the number of the input climate indices. The monthly 
rainfall datasets were further divided into three segments, 
above, near and below average rainfall conditions for 
MJJA. The categorization of rainfall data was done under 
the assumption that it follows a normal distribution with a 
mean μ and standard deviation σ based on μ + 0.43σ. The 
associative strength of each input climate index on the 
final output (MJJA monthly rainfall) was achieved by 
determining variable’s importance/ contribution to final 
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Fig. 3. Overall relative importance and connection weights of the five selected climate variables using Olden’s and Garson’s methods 
respectively 

 
 
output by analyzing their connection weights. We used 
Garson’s and Olden’s methods to actuate the allied 
significance of each index on the final output (Garson, 
1991). Although, Olden’s method is a more flexible 
approach to access individual variable’s importance as the 
proposed appraoch employs the connected weight 
algorithm (Olden and Jackson, 2002). This step is 
necessary as it requires less time and we do not have to 
rely on the arduous hit or miss approach for obtaining the 
optimal number of hidden nodes and associated weights. 
The associative influence of the input variables obtained 
from Garson’s and Olden’s method is shown in Fig. 3 in 
the form of a box plot.  

 
Results obtained through Garson’s method show that 

the difference between max. and min. values were about  
8% - 14% for the input climate variables. The greatest 
deviation was observed in the case of DMI and the lowest 
in the case of HGT 200. The average values for the 
predictor variables ranged from 3% to 20%, with DMI and 
SST showing the strongest connection and AT and HGT 
200 showing the weakest connection. The top five 
significant predictor variables identified were DMI, SST, 
Nino 3.4, ISMR anomalies and SLP (in order of 
decreasing connection strength). However, Garson’s 
method has certain drawbacks, as the technique does not 
consider the direction of the input- output relationship. In 
this method, there can be a counteraction of the response 
of a variable when the positive response of one hidden 
node meets the negative response of another hidden node, 
finally nullifying the overall response. Therefore, Olden’s 
method was additionally applied to preserve such response 
information of a climate variable. DMI and SST showed a 
greater negative response of –0.55 and –0.47 respectively, 
as compared to the results achieved using Garson’s 
method. ISMR anomalies showed a greater response to 

MJJA rainfall than Nino 3.4 and SLP. However, both the 
methods predicted the same climate variables as the inputs 
in the LSTM model. The response of the variables in 
decreasing order of association are as follows: DMI, SST, 
ISMR, Nino 3.4 and SLP. 

 
3.1. Optimal LSTM network for forecasting 
 
The potential climate variables (predictors) are 

reconstructed into a three-dimensional (S, M, F) shape, 
where S is the window size of the training progression, M 
is the number of iteration steps and F is the number of 
extracted features, all of which are normalized to a range 
of -1 to 1. The predictand (MJJA monthly rainfall) is also 
transformed into two dimensions (1, M).The data sets 
involving all the potential climate indices (DMI, SST, 
ISMR, Nino 3.4 and SLP) were divided into 3 parts, 
namely, training (70%), testing (15%) and validation 
(15%) sets. The initial work was to find the optimal 
LSTM metrics that can forecast MJJA over longer time 
steps ahead in the future. The initial learning rate and 
momentum rate were kept at 0.005 and 0.0. The number 
of neurons per layer were set at 50. There were no tuning 
of hyper parameters during this initial stage of training. 
Hyperparameters were tuned after exhaustive training 
including all the predictors with the set of epochs initially 
set at 200 to obtain the optimal architecture of the LSTM 
network. The model performance is validated using K-
fold cross validation (Stone, 1974; Rodriguez et al., 
2010). This is necessary to eradicate the problem of over 
fitting of the model. The model forecast results are then 
statistically evaluated in terms of root mean square error, 
coefficient of correlation, mean square error and hit score 
rate (rate expressed as percentage for correct prediction of 
near, below and above average rainfall conditions for 
MJJA). 
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Fig. 4. Observed and predicted monthly rainfall for the months of May, June, July and August (MJJA) respectively for the testing period 
2002-2018 

 
 
 

TABLE 3 
 

LSTM model performance for training, validation and test sets in terms of RMSE and correlation coefficient 
 

Hidden neurons 
RMSE (in %) Coefficient of correlation 

Training Validation Testing Training Validation Testing 

50 14.32 15.87 17.49 0.82 0.77 0.85 

100 14.08 16.89 16.84 0.87 0.83 0.87 

150 12.45 14.02 15.65 0.92 0.88 0.91 

200 15.34 17.32 17.61 0.86 0.82 0.87 

250 16.37 18.87 19.32 0.81 0.79 0.83 

300 18.01 20.24 22.40 0.77 0.76 0.77 

 
 
 
4.  Model results 

 
The training, validation and test results of the LSTM 

model is shown in Table 3. It is observed from Table 3 
below that with the increase in hidden neurons, the RMSE 
decreases during both testing and validation to a certain 
extent and then increases again. A Similar trend is 

observed with correlation coefficient as well. At 150 
hidden neurons, the LSTM model reaches the most 
optimal architecture for forecasting MJJA rainfall. RMSE 
during validation and testing ranged from 12.45% to 
15.65%. Correlation coefficient (CE) ranged from 88.54% 
to 91.25% during the validation and test phases. Mean 
square error (MAE) ranges from 5.89% to 8.35%, which 
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TABLE 4 
 

Hit and fail percentages for the different rainfall groups 
 

Group Below Normal Above Normal Near Normal Total 

Hit (correctly predicted) 18 16 17 51 

Fail (wrongly predicted) 3 3 2 8 

Total outcomes 21 19 19 59 

Hit percentage 85.71 84.21 89.47 86.44 

 
 
 
is decent and acceptable. The obtained model results are 
fair and satisfactory in terms of CE, RMSE and MAE. 
LSTM model with 150 hidden neurons, threshold gradient 
set at 1.0, learning rate set at 0.002, learn rate drop period 
and learn rate drop factor set at 125 and 0.2 respectively 
produced the best forecast results. Maximum iterations 
were set at 400.  

 
The forecasted and observed MJJA rainfall for the 

period 2002 to 2018, considered as the testing of the 
model, is shown in Fig. 4. 

 
The forecasted and observed monthly rainfall values 

during MJJA for the test period 2002-2018 is shown in 
Fig 4. Hit rate ratio is the number of times that a correct 
prediction was made in the ratio of total predictions made. 
The hit rate score for correctly forecasting above, below 
and more than mean monthly rainfall was ascertained  and 
it was observed to be more than 84% for all the three 
scenarios shown in Table 4. 

 
The present study deliberates the use of a data driven 

technique to predict rainfall in the Barak river basin of NE 
India for several months in the future, a first attempt of 
such a kind for the region. The model results are at par 
with the existing models, to forecast monthly rainfall 
across an entire region. Higher correlation and hit score 
values depict a clear picture of the model learning the 
intricacies and complexity of rainfall modeling across the 
basin. Spearman’s correlation for the observed and the 
forecasted values were ascertained at 0.85 showing 
satisfactory performance in terms of a nonlinear statically 
parameter as well. 

 
5.  Conclusion 

 
The constructed deep learning model to forecast 

monthly rainfall was intended basically to shorten the 
time-consuming work of developing a data driven neural 
network by choosing appropriate and important 
parameters (climate indices). The outcome of monthly 
rainfall over a basin depends on several climate variable- 

atmosphere interaction. The trial and error approach is not 
always suitable for such an extensive task. Therefore, 
correlation analysis was employed to determine potential 
and possible climate lagged indices. Out of many indices 
used in the proposed study to forecast MJJA rainfall, we 
selected DMI, SST, Nino 3.4, ISMR anomalies and SLP 
based on Olden’s and Garson’s weight correlation. The 
most optimal LSTM architecture was then determined and 
results were evaluated using several statistical metrics 
namely, RMSE, CE and MAE. The forecast results were 
also compared with real time data for the period 2002-
2018, which showed adequate and satisfactory 
performance of the model. This approach of assessment of 
the input variables based on their relative importance to 
the final output, monthly rainfall is significant as the 
proposed approach enhances the predictive capability of 
the model by removal of parameters that are less crucial or 
decisive. 

  
Successful prediction of lower rainfall values (below 

average) gives an extra edge to the modeling capability of 
this data driven approach. Accurate prediction for the 
forecast horizon of four months from May to August, 
which is mainly the Indian summer rainfall period, could 
lead to a greater formable and effective management of 
water resources across the entire region. The proposed 
technique could provide adequate time to develop plans 
against potential flooding or drought conditions in the 
Barak river basin as the entire NE India receives 
considerably more rainfall than the rest of the country. 
The model results that are at par with other traditional 
models, also convinces us to employ such AI based 
techniques, as an effective alternative.  
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