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AR — S Alsd & AU GeqwHaT & AT ash &7 3ehelal T G goqe AT S § e
39T JifAweTAaHS T e aa & fav TR smar & S Rfre selifaaier giawdr e
aRASAIST S 6 g, g, gRa TorEmit e A A 3R Hfweuar & v smavgw g1 sH
3MholeT fhaY 81T & S TEAAT W Gof U ST & 3YAT Fh [hdT I Hehel & FTHehedaT o el
# yfAfRaaan Rffes @dl S Ser I, ufdegs IR, g e, Afsd IR s & 3cve gl &
g8 7ol Alser I &, ST A AWK AW F ol A R B FfAREAA F AeRor A F e
veTd STt Y@ &1 $H AT HT 352 HGRISE & YOr 3R dsena Alael Tl & Aol ehola A HfAREAr
F JHwelsl H g, ol ariies 1-feaedir awh & 3feds s@en # WA A GHR -1 (EV1) fAawor &
fihe b WA AT [A@VT (EVA) & #AId ¥ ORI a=am EVl & wigell & &on & [3fr (Mom),
Jifede Femae R (MLM), F7 & & gat & R/ (MLS), @steaar smlRa &1 (Pwm) 3R L- 1ot dr
fafer (LMO) garr e frar amam, 3R ot & et & sreer-sreer 3Efot & 3mRes & foT 39T
farar arar) ast & EVA # 3udier f o arelr Raffiest Ser S & @y a1 Awer i faRvant i St
FIfEThT qlETul JUT: dles-dlehiides ST TN Areieoehdl & o, He-fegeer J-9eror &1 JAleT vehsddr
& fAU 3R ae@ wderor 1 gANT 3T HWer H FEN HRA! H GgEA & v v gy g1 awh sgAe F
EVI faaor &1 g2icdd &1 Hedisa Isa8-3ith-fhe (S, Tstaa-sifein 3R Ao iRie-FaEy) ool
gary faar arar| 3g efead & 3T oaTS & ey H Aol eheld A HAREdar & aRomA wega fr g,
fSrge sreage @grSe & 9u7 3R Fsand Agd aWAT Tl & AT EVI & Al urae A aliet
H ] Fh AT T g 3R gsIa Aae & EVA 9RoTHET F dha ar @& (i) Ser i derg s W
AT awl g Sl g (i) 3eT A AGS Fod W IHFAAT W H ATh I HH @ S g 3R i)
MLM garT fu 917 awi simeheral & A= 3 MoM, MLS, PWM 3R LMO & &6l & &# Bl

ABSTRACT. Estimation of rainfall for a given return period is considered an essential input to a hydrologic model
that is used to estimate design discharge, which is needed for the planning and design of civil engineering infrastructure
projects, viz., roads, bridges, green highways, etc. This can be estimated by using the recorded rainfall data over many
stations in a given region. Uncertainties in design rainfall estimates arise from various sources such as data error,
sampling error, regionalization error, model error, etc. Further, in model error, the data length is having direct impact in
assessing the uncertainty of error in estimation of rainfall. This paper aims to assess the uncertainty in rainfall estimates
of Pune and Vadgaon Maval sites of Maharashtra, which was carried out through extreme value analysis (EVA) by fitting
Extreme Value Type-1 (EV1) distribution to the series of annual 1-day maximum rainfall. The parameters of EV1 were
determined by Method of Moments (MoM), Maximum Likelihood Method (MLM), Method of Least Squares (MLS),
Probability Weighted Moments (PWM) and Method of L-Moments (LMO), and are used for estimation of rainfall for
different return periods. The characteristics of data series with different data length considered in EVA of rainfall was
examined through statistical tests, viz., Wald-Wolfowitz runs test for randomness, Mann-Whitney U-test for homogeneity
and Grubbs' test for identifying the outliers. The adequacy of EV1 distribution adopted in rainfall estimation was
evaluated by Goodness-of-Fit (viz., Anderson-Darling and Kolmogorov-Smirnov) tests. This paper presented the results
of uncertainty in rainfall estimation with respect to data length, which was studied by applying different parameter
estimation methods of EV1 for Pune and Vadgaon Maval rain-gauge sites of Maharashtra. The EVA results of Pune and
Vadgaon Maval indicated that (i) the estimated rainfall is in increasing order when data length increases; (ii) the standard
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error in the estimated rainfall is in decreasing order when the data length increases; and (iii) the standard error in rainfall
estimates given by MLM is less than those values of MoM, MLS, PWM and LMO.

Key words — Anderson-Darling, Extreme value type-1, Kolmogorov-Smirnov, Maximum likelihood method,

Rainfall.

1. Introduction

Design rainfall is one of the hydrology quantities that
can be used for computing the design flood. The design
flood can be used for planning and design of civil
engineering structures, viz., roads, bridges, green
highways, etc. (IAEA, 2003). Generally, the hourly
rainfall data is considered for designing the storm water
drainage around the site and the daily rainfall data is used
for generating design basis flood water level at inland
sites, which are often situated near a river course. Analysis
of rainfall and determination of annual 1- day maximum
rainfall would also enhance the management of water
resources projects as well as the effective utilization of
water resources (CWC, 2010). Moreover, design rainfall
depth is an important element in the hydraulic modelling
of urban drainage systems, as it directly contributes to
runoff. Hence, any inaccuracies caused by poor
measurement or inappropriate use of rainfall data will
have a direct consequence on the outputs from the
hydraulic and hydrologic modelling process. This can be
estimated by using the recorded rainfall data over many
stations in a given region, which may have some
uncertainty that has traditionally been estimated by
adopting probability distribution model (Montanari and
Brath, 2004).

Number of attempts has been made by various
researchers to study the different types of uncertainties in
estimation of rainfall (Kavetski et al., 2006; Renard et al.,
2010; Wu et al., 2011; Hailegeorgis et al., 2013; Tung and
Wong, 2014; Radi et al., 2015; Notaro et al., 2015; Tfwala
et al., 2017; Khan et al., 2020; Ibrahim, 2022). Generally,
the uncertainty in hydrological modelling can be classified
as (i) data and sampling errors and (ii) modelling or
structural errors (Haddad and Rahman, 2014). The data
uncertainty is originated from the measurements errors
resulting from instrumental and human errors and also due
to inadequate representativeness of data sample due to
temporal and spatial variability of the data. The use of
limited quantity of rainfall data (i.e., data of short record
length) in the frequency analysis introduces sampling
uncertainty. Also, the estimates of higher order moments
(skewness and kurtosis) become unstable, in particular
due to the presence of extremes or outliers in data series.
The uncertainty in the model error is attributed to inability
in accurately quantifying the input parameters for a model.
Hailegeorgis et al. (2013) described that the regional
frequency analysis of extreme rainfall events and the
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derivation of intensity — duration - frequency curves
is subject to the major uncertainties of different sources
that includes (i) data series used: data quality (viz.,
stationary and independent), sampling of data related to
the time period and length of data series and the sampling
type, e.g., annual maximum series (AMS) or partial
duration series; (ii) selection of frequency distribution to
describe the data; (iii) parameter estimation; and
(iv) regionalization and quantile estimation.

Number of probability distributions include Extreme
Value Type-1 (EV1), Extreme Value Type-2, 2-parameter
Log Normal, Log Pearson Type-3, Generalized Gamma,
Generalized Pareto, etc., are generally available for
modelling of extreme events such as rainfall, peak
discharge, temperature. However, in hydrological studies,
the EV1 (Singh, 1998) is one of the most popularly used
distributions for frequency analysis of extreme values of
meteorological or climatic and hydrologic variables such
as floods, rainfall, droughts, etc. In light of the above, in
this paper, an assessment on uncertainty in rainfall
estimates obtained from Extreme Value Type-1 (EV1)
distribution  was  discussed.  Standard analytical
procedures such as Method of Moments (MoM),
Maximum Likelihood Method (MLM), Method of Least
Squares (MLS), Probability Weighted Moments (PWM)
and Method of L-Moments (LMOQO) are applied for
determination of parameters of EVI (commonly known
as Gumbel) (Phien, 1987). Number of studies has been
carried out by different researchers on analyzing the
characteristics of the parameter estimation methods of
EV1 (Bhagat, 2017; Kumar, 2019; Sultan Bhat et al.,
2019; Opere and Njogu, 2020; Manohar Reddy, 2022).
Research reports indicated that MoM is a natural and
relatively easy parameter estimation method (Ranyal and
Salas, 1986). MLM is considered the most efficient
method, since it provides the smallest sampling variance
of the estimated parameters and hence of the estimated
quantile compared to other methods (Prabhu et al.,
2016). But, the method has the disadvantage of
frequently giving biased estimates and often failed to
give the desired accuracy in estimating the extremes
from hydrological data. It may not produce good
estimators in small samples, especially when the random
variable is restricted to an interval that depends on the
parameters (Celik, 2004). The LMO was first suggested
by Hosking (1990) that has been applied to determine
the parameters of various probability distributions.
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TABLE 1

Determination of the parameters of EV1 by different methods

Parameter estimation Location parameter

Scale parameter
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He also described that LMOs are linear combinations of
the PWM tend to share similar characteristics with PWM
and MLS and also the computations are simpler.
However, there was no general agreement in applying
particular method for a region because of the
characteristics of the estimators of EV1. In light of the
above, the MoM, MLM, MLS, PWM and LMO were
applied in determining the parameters of EV1
distribution for rainfall estimation. The adequacy of
fitting of EV1 model to the data series was evaluated by
Goodness-of-Fit (GoF) tests, viz., Anderson-Darling (AD)
and Kolmogorov-Smirnov (KS). The characteristics of the
data used in EVA was evaluated by using Wald-
Wolfowitz runs test for independence, Mann-Whitney U-
test for homogeneity and Grubbs' test for identifying the
outliers. This paper presented the methodology adopted in
assessing the uncertainty in rainfall estimates given by
five methods of EV1 with reference to data length with an
illustrative example and the results obtained thereon.

2. Methodology

The Probability Distribution Function [PDF; f(x)]
and Cumulative Distribution Function [CDF; F(x)] of EV1
distribution (Gumbel, 1995) is given by:
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where, o and g are the location and scale parameters
of EV1. The parameters were computed by MoM, MLM,
MLS, PWM and LMO; and also used to estimate the
rainfall (x (T)) for different return periods from:

X(M=a+YM)p @)

Wherein Y(T) is a reduced variate that is defined by
y(T):_|n{_|n{1_(iﬂ}.Table 1 presents the equations

used in determining the parameters of EV1 by MoM,
MLM, MLS, PWM and LMO (Arora and Singh, 1987; Sai
Krishna and Veerendra, 2015). In LMO and PWM,

N
2. ()
i=L

N

A(D) =b(0) = M (100) = x(x) = 3)
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TABLE 2

Coefficients used in computation of standard error

Coefficients used in computation of standard error

Parameter estimation method

A B c
MoM, MLS 1.1589 0.1919 1.1000
MLM 1.1087 0.5140 0.6079
PWM, LMO 1.1128 0.4574 0.8046
N ) The relative difference (RD) of the confidence limits
Zx(l)(N —i) from the estimated rainfall [x(T)] for a given return period
M (101) :I:lN(N—l) 4) (T) was computed from the following relations:
) RD in LoL ()= XN =LC «1gg (®)
> (i) -1) X(T)
22) =b0)~200) = A0 ~21 ®) el
RD in UCL(%):X;(_I_)X(T)*lOO )

Here, x(i) is the variable (i.e., rainfall) of i sample,
‘i’ is the rank assigned to each sample [x(i)] arranged in
ascending order, N is the number of sample values and
H(X) is the average of observed data.

2.1. Computation of Standard Error

By using MoM, MLM, MLS, PWM and LMO
estimators of EV1, the standard error (SE) in rainfall
estimation was computed from Eq. (2), which is given as
below:

L + + 2
SE_N[A BY(T) CY(T)]O (6)

Table 2 gives the coefficients (Vivekanandan et al.,
2012) used in computation of SE.

2.2. Estimation of Confidence Limits

The Lower and Upper Confidence Limits (LCL and
UCL) (Aydin, 2018) of the estimated extreme rainfall (i.e.,
the observed 1-day maximum rainfall in 366 days (for
leap year) or 365 days (for non-leap year) at 95% level are
computed from

LCL = x(T)-1.96(SE) and UCL=x(T)+1.96(SE) (7)
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2.3. Goodness-of-Fit Tests

The AD and KS tests statistic (Zhang, 2002) is
defined by:

AD=(=N)-(yN)

i{(Zi ~2)In[Z()]+ (2N +1-2i)InL-Z(i)]}

7 (10)
s = MaxiF. )} Fo ) (1)

where, Z(i) = F[x(i)] for I 1, 2, 3,..., N and
X(1)<x(2)< ....x(N) wherein x(1) and x(N) indicates the
lowest and highest values in the series of observed data.

Also, Fe[x(i)]:ﬁ and Fp[x(i)] are the empirical and

computed CDF of x(i). If the computed values of GoF
tests statistic given by the method are not greater than its
theoretical values at the desired significance level then the
method is considered as adequate for rainfall estimation.

3. Application

This paper presented a study on assessment of
uncertainty in rainfall estimates with reference to data
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Fig. 1. Index map of the study area with locations of rain-gauge stations

TABLE 3

Descriptive statistics of AMR series for Pune and Vadgaon Maval

Pune Vadgaon Maval
Data series
Average(mm)  SD (mm) Cs Ck Average(mm)  SD (mm) Cs Ck
5l 69.8 222 0.695 0.458 89.3 318 1.241 1.683
(4.196) (0.321) (-0.184) (-0.013) (4.437) (0.330) (0.369) (-0.126)
DS2 70.7 24.6 0.780 0.148 93.9 35.7 1.315 1.640
(4.201) (0.344) (-0.052) (-0.155) (4.480) (0.347) (0.460) (-0.124)
5 72.2 25.0 0.764 0.098 97.8 40.7 1.598 2.813
(4.222) (0.342) (-0.030) (-0.265) (4.512) (0.366) (0.601) (0.123)
Dsa 742 26.1 1.010 1.695 102.5 429 1.420 2.143
(4.249) (0.344) (-0.042) (-0.014) (4.556) (0.377) (0.472) (-0.187)

SD: Standard Deviation; C,: Coefficient of Skewness; Ci: Coefficient of Kurtosis. Numbers given within brackets indicates the descriptive

statistics of log-transformed data

length for Pune and Vadgaon Maval sites. These sites are
located on the western side of Deccan Plateau and are on
leeward side of Sahyadri mountain range which forms a
barrier from Arabian Sea. Fig. 1 presents the index map
of the study area with locations of Pune and Vadgaon
Maval sites. From Fig. 1, it was witnessed that the Pune
IMD (India Meteorological Department) rain gauge site is
located approximately between the latitude 18° 31' N and
longitude 73° 51" E and whereas the VVadgaon Maval site
is located within latitude 18° 42" N and longitude
73° 38" E.
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In this paper, the daily rainfall observed at Pune
(1901 to 2017) and Vadgaon Maval (1901 to 1965, 1968
to 1971 and 1973 to 2017) was used. By considering the
importance of the hydrologic extremes, the missing data
for the years 1966 to 1967 and 1972 were not considered
in EVA for Vadgaon Maval. The AMR (i.e., annual 1-day
maximum rainfall) series is derived from the daily rainfall
data and used to generate the data series (DS) with
different data length (Mathew and Vivekanandan, 2009),
viz., DS1 (series with 50 years of data), DS2 (series with
75 years data), DS3 (series with 100 years data)
and DS4  (series  with  entire  data, Vviz,
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TABLE 4

Statistical tests results for randomness and homogeneity for Pune

Wald-Wolfowitz runs test

Mann-Whitney U-test

Data
series  computed Theoretical ~ Significance level Randomness Computed  Theoretical  Significance level Homogeneous
DS1 1.053 1.960 5% Yes -1.174 1.960 5% Yes
DS2 2.564 2.580 1% Yes 0.207 1.960 5% Yes
DS3 1.709 1.960 5% Yes -0.496 1.960 5% Yes
DS4 1.942 1.960 5% Yes -1.325 1.960 5% Yes
TABLES
Statistical tests results for randomness and homogeneity for VVadgaon Maval
Data Wald-Wolfowitz runs test Mann-Whitney U-test
SEres  computed Theoretical ~ Significance level Randomness Computed  Theoretical  Significance level Homogeneous
DS1 -0.168 1.960 5% Yes -1.261 1.960 5% Yes
DS2 -0.561 1.960 5% Yes -2.123 2.580 1% Yes
DS3 -1.264 1.960 5% Yes -1.872 1.960 5% Yes
DS4 -2.681 1.960 5% Yes -2.845 1.960 5% Yes

117 years for Pune and 114 years for Vadgaon Maval).
The generated AMR data series was used in rainfall
estimation by applying five methods (viz., MoM, MLM,
MLS, PWM and LMO) of EV1. Table 3 presents the
descriptive statistics of AMR with different data length
used in EVA for Pune and Vadgaon Maval. From Table 3,
it could be observed that the average and standard
deviation of rainfall of DS4 is higher than those values of
DS1, DS2 and DS3.

4.  Results and Discussion

By applying the procedures, as described above, the
assessment of uncertainty in rainfall estimates using five
methods (viz., MoM, MLM, MLS, PWM and LMO) of
EV1 with reference to data length for Pune and Vadgaon
Maval sites was carried out and the results are presented
in the following sections.

4.1. Analysis Based on Statistical Tests

The data series used for EVA should satisfy certain
basic assumption such as data should be independent and
identically distributed with the meteorological process
(rainfall). The term independent denotes that no
observation in the data series has any influence on any
other observation following, i.e., the data series are
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random. Similarly, homogeneity of the sample elements in
the data series has to be checked to identify whether the
data originates from a single population or not. The
presence of outliers in a data sample has undesirable effect
on frequency analysis. Therefore, the sample also needs to
be checked for outliers if any. In the present study, Wald-
Wolfowitz runs test and Mann-Whitney U-test were used
for checking the randomness and homogeneity of AMS of
rainfall. Grubbs’ test was used for detection of outliers in
the data series (Bonnini et al., 2014). Tables 4 and 5
present the results of statistical tests applied to the AMS
of rainfall of Pune and Vadgaon Maval respectively. From
the statistical tests results, it was observed that the
computed values of Wald-Wolfowitz runs test and Mann-
Whitney U-test statistic using the data series (viz., DS1,
DS2, DS3 and DS4) of Pune and Vadgaon Maval are not
greater than its theoretical values either at 1% or 5% level,
and at this level, the data series used in EVA is random as
well as homogeneous. The Grubb’s test results indicated
that there were no outliers in the data series.

4.2. Analysis Based on GoF Tests

The GoF (viz., AD and KS) tests were applied for
checking the adequacy of fitting five methods (viz., MoM,
MLM, MLS, PWM and LMO) of EV1 to the AMS with
different data length of Pune and Vadgaon Maval, and are
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TABLE 6

Theoretical and computed values of GoF tests statistic by EV1 for Pune

Computed values of AD Computed values of KS
Data series  Theoretical value Theoretical value
MoM MLM MLS PWM,LMO MoM MLM MLS PWM,LMO
DS1 1.038 0.255 0.209 0.218 0.223 0.219 0.044 0.051 0.048 0.052
DS2 1.038 0.244 0.230 0.228 0.229 0.180 0.042 0.041 0.043 0.041
DS3 1.038 0.238 0.206 0.202 0.198 0.157 0.041 0.038 0.037 0.036
DS4 1.038 0.160 0.152 0.150 0.152 0.148 0.039 0.040 0.040 0.041
TABLE 7

Theoretical and computed values of GoF tests statistic by EV1 for Vadgaon Maval

Computed values of AD Computed values of KS
Data series Theoretical value Theoretical value
MoM MLM MLS PWM, LMO MoM MLM MLS PWM, LMO
DS1 1.038 0.324 0.327 0.371 0.320 0.219 0.069 0.059 0.073 0.069
DS2 1.038 0.693 0.636 0.755 0.663 0.180 0.087 0.077 0.089 0.088
DS3 1.038 1.298 0.963 1.490 1.119 0.157 0.104 0.080 0.106 0.102
DS4 1.038 1.022 0.924 1.142 0.953 0.146 0.079 0.079 0.080 0.082
TABLE 8(a)

Estimated rainfall (in mm) with standard error for different return periods with reference to data length given by EV1 for Pune

Return MoM MLM
period
(year) DS1 DS2 DS3 DS4 DS1 DS2 DS3 DS4

ER SE ER SE ER SE ER SE ER SE ER SE ER SE ER SE

2 66.1 2.9 66.7 2.6 68.1 2.3 70.0 2.2 66.2 2.9 66.6 2.6 68.0 2.3 70.0 2.2

5 85.8 4.9 88.4 44 90.2 3.9 93.0 3.7 87.1 4.7 88.7 4.1 90.5 3.6 93.2 34

10 98.8 66 1028 59 1048 52 1082 50 1009 6.0 1034 52 1053 46 1086 4.4

20 1113 83 1165 75 1187 6.6 1228 63 1141 74 1174 64 1196 56 1234 54

25 1152 88 1209 80 1232 70 1275 68 1183 78 1218 67 1241 59 1281 57

50 1274 106 1344 95 1369 84 1417 81 1313 91 1356 7.9 1380 70 1425 6.7

100 1395 123 1477 111 1504 9.8 1559 94 1441 105 1492 91 1518 80 1569 7.7

200 1515 141 1611 127 1640 112 1701 108 1569 119 162.7 103 1656 9.0 1712 8.7

500 1674 164 1786 148 1818 130 1887 126 1738 137 1806 119 1838 104 190.0 10.0

1000 1795 182 1919 164 1953 144 2028 139 1865 151 1941 131 1975 115 2042 110
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TABLE 8(b)

Estimated rainfall (in mm) with standard error for different return periods with reference to data length given by EV1 for Pune

Return MLS PWM and LMO
period
(year) DS1 DS2 DS3 DS4 DS1 DS?2 DS3 DS4

ER SE ER SE ER SE ER SE ER SE ER SE ER SE ER SE

2 66.2 3.0 66.7 2.7 68.1 23 70.0 2.2 66.0 3.0 66.6 2.7 68.0 2.4 69.9 2.2

5 86.5 5.0 89.1 4.5 90.7 3.9 93.4 3.8 86.3 4.8 88.9 4.3 90.7 3.8 93.2 3.6

10 99.9 68 1039 6.1 1057 53 1089 5.1 99.8 63 1037 57 1057 5.0 108.7 4.7

20 1128 85 1181 7.7 1200 67 1238 65 1127 78 1178 70 1202 62 1235 59

25 1168 91 1226 82 1245 72 1285 69 1168 83 1223 75 1247 66 1282 6.3

50 1294 109 1365 98 1386 86 1430 82 1294 99 1362 88 1388 78 1426 74

100 1419 127 1503 115 1525 100 1574 9.6 1419 114 1499 102 1528 90 1570 8.6

200 1543 145 1640 131 1663 114 1718 110 1544 130 1636 116 1668 102 1713 9.7

500 170.7 169 1821 153 1846 133 1908 128 1708 150 1817 134 1852 119 1902 113

1000 1831 18.7 1958 169 1984 148 2051 142 1833 166 1953 148 199.1 131 2044 124

TABLE 9(a)

Estimated rainfall (in mm) with standard error for different return periods with reference to data length given by EV1 for Vadgaon Maval

MoM MLM

Return
period DS1 DS2 DS3 DS4 DS1 DS2 DS3 DS4
(year)

ER SE ER SE ER SE ER SE ER SE ER SE ER SE ER SE

2 84.1 4.1 88.0 3.8 91.1 3.8 0615 3.6 83.9 3.8 87.7 3.4 90.6 3.2 94.9 3.0

5 112.2 6.9 1196 6.5 1270 64 1334 60 1098 538 1159 53 1211 49 1281 43

10 1307 94 1404 88 1509 86 1585 81 1270 75 1345 68 1412 6.3 150.1 5.6

20 1486 118 1605 111 1737 109 1825 103 1435 91 1524 83 1606 7.7 1712 7.0

25 1542 126 1668 118 1809 116 1902 110 1487 97 1581 88 1667 82 1778 74

50 1716 151 1864 142 2032 139 2137 133 1648 114 1756 103 1856 96 1984 88

100 1889 176 2058 165 2254 162 2370 155 180.7 131 193.0 119 2043 11.0 2189 10.2

200 206.1 201 2252 188 2475 185 2603 17.7 196.7 148 2103 134 2230 125 2392 117

500 2288 234 250.7 219 2766 216 291.0 207 2177 171 2331 155 2477 144 2661 13.6

1000 2460 259 2700 243 2986 239 3142 229 2335 188 2504 170 2663 158 2864 15.0
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TABLE 9(b)

Estimated rainfall (in mm) with standard error for different return periods with reference to data length given by EV1 for Vadgaon Maval

MLS PWM and LMO
Return
period DS1 DS2 DS3 Ds4 Ds1 DS2 DS3 DSs4
(year)

SE ER SE ER SE ER SE ER SE ER SE ER SE ER SE

2 84.2 43 88.0 4.0 91.0 & 95.4 S 84.1 41 88.2 3.8 91.4 3.6 95.7 3.4

5 1132 7.2 1206 6.7 1282 66 1343 61 1121 66 1191 6.1 1257 58 1326 52
10 1324 9.7 1422 91 1528 89 1601 83 1305 87 1396 80 1484 7.7 1571 7.0
20 1509 123 1628 114 1764 113 1848 106 1483 108 159.2 100 1702 95 1805 87
25 15%6.7 131 1694 122 1838 120 1926 113 1539 115 1655 106 1771 101 188.0 9.3
50 1748 157 189.6 146 2069 144 2168 136 1712 136 1847 125 1984 120 2109 112
100 1927 182 2096 17.0 2298 16.7 240.7 159 1884 157 2038 145 2195 138 2336 13.0
200 2105 208 2296 195 2526 191 2646 182 2055 178 2227 164 2405 157 2563 149
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Figs. 2(a-d). Estimated 1-day maximum rainfall by EV1 (MLM) with 95% confidence limits for different return periods using data series with
different data length for Pune
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different data length for Vadgaon Maval

presented in Tables 6 and 7. From the data analysis, it was
found that the EVA and GoF tests results obtained from
PWM and LMO are identical though the procedures
adopted in determining the parameters using PWM and
LMO are different to each other.

From Table 6, it was found that the computed values
of GoF tests statistic by five methods of EV1 are lesser
than its theoretical value at 1% significance level, and at
this level, all methods are acceptable for EVA of rainfall
for Pune. For Vadgaon Maval, the computed values of KS
test statistic (Table 7) were compared with its theoretical
value at 5% level and found that all methods of EV1 are
suitable for EVA. However, for Vadgaon Maval, the AD
test results didn’t support the use of EV1 (MoM, MLS,
PWM and LMO) for DS3 and EV1 (MLS) for DS4
because of the data characteristics of the series used in
EVA.

4.3. EVA of Rainfall

The parameters of EV1 were determined by five
methods and are used for estimation of rainfall at Pune
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Estimated 1-day maximum rainfall by EV1 (MLM) with 95% confidence limits for different return periods using data series with

and Vadgaon Maval. From the EVA results of Pune and
Vadgaon Maval, as given in Tables 8(a&b) and 9(a&b), it
was found that:

(i) The estimated rainfall is in increasing order when
data length increases. The standard error in the estimated
rainfall is in decreasing order when data length increases.

(if) The standard error in rainfall estimates given by
MLM is comparatively less than those values of MoM,
MLS, PWM and LMO.

(iii) The estimated rainfall by MLS is higher than those
values of MoM, MLM, PWM and LMO while using DS2,
DS3 and DS4series in EVA for Vadgaon Maval.

(iv) The estimated rainfall by MLM is higher than those
values of MoM, MLS, PWM and LMO while using the
DS1 series in EVA for Pune.

Based on the values of standard error in the
estimated rainfall, the MLM is identified as best suited
method for estimation of rainfall. The estimated rainfall
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TABLE 10(a)

Relative difference of the confidence limits from the estimated rainfall together with 95% confidence limits by EV1 (MLM) for Pune

Return period (T in years)

Data Series

2 5 10 20 25 50 100 200 500 1000
ER 66.2 87.1 100.9 114.1 118.3 131.3 144.1 156.9 161.0 173.8
DS1 LCL 60.3 77.9 89.1 99.7 103.1 113.3 1235 133.6 136.8 146.9
UCL 72.2 96.3 112.7 128.5 133.6 149.2 164.7 180.2 185.2 200.6
RD +9.0 +10.5 +11.7 +12.6 +12.9 +13.7 +14.3 +14.8 +15.0 ERI515
ER 66.6 88.7 103.4 117.4 121.8 135.6 149.2 162.7 167.1 180.6
LCL 61.5 80.8 93.2 104.9 108.6 120.0 131.3 142.6 146.2 157.4

DS2
UCL 71.8 96.7 113.6 129.9 135.1 151.1 167.0 182.9 188.0 203.9
RD +7.8 +9.0 +9.9 +10.6 +10.8 +11.4 +12.0 +12.4 +12.5 +12.9
ER 68.0 90.5 105.3 119.6 124.1 138.0 151.8 165.6 170.0 183.8
LCL 63.5 83.5 96.3 108.6 1125 1244 136.1 147.9 151.6 163.3

DS3
UCL 72.6 97.4 114.3 130.5 135.7 151.6 167.5 183.3 188.4 204.2
RD +6.7 Sl +8.5 +9.2 +9.4 +9.9 +10.3 +10.7 +10.8 +11.1
ER 70.0 93.2 108.6 1234 128.1 1425 156.9 171.2 175.8 190.0
LCL 65.6 86.5 100.0 112.9 117.0 129.5 141.8 154.2 158.1 170.4

DS4
uUCL 74.3 99.9 117.2 133.9 139.2 155.6 171.9 188.2 193.4 209.6
RD +6.2 +7.2 +7.9 +8.5 +8.7 +9.2 +9.6 +9.9 +10.0 +10.3

ER: Estimated rainfall (in mm); LCL: Lower Confidence Limit at 95% level (in mm); UCL: Upper Confidence Limit at 95% level (in mm);
RD: Relative difference of the lower confidence limit (-) and upper confidence limit (+) from the estimated rainfall (in %)

with 95% confidence limits for different return periods
obtained from EV1 (MLM) using the DS1, DS2, DS3 and
DS4 together with observed annual 1-day maximum
rainfall for Pune and Vadgaon Maval are presented in
Figs. 2(a-d) and 3(a-d). From these figures, it can be seen
that the observed rainfall in the range of 30-225 mm for
Pune and 31-315 mm for Vadgaon Maval are within the
confidence limits of the estimated rainfall given by EV1
(MLM). Table 10 (a&b) presents the relative difference of
the confidence limits from the estimated rainfall together
with 95% confidence limits using EV1 (MLM). From
these tables, it was found that the percentage of relative
difference is in increasing order when the return period
increases and in decreasing order when data length
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increases. These results showed that there are some
uncertainty in rainfall estimation with reference to data
length for Pune and VVadgaon Maval.

The study was particularly carried out to assess the
uncertainty in rainfall estimation at Pune and Vadgaon
Maval sites with respect to data length by adopting five
different methods of EV1 distribution as a part of the
research work. However, the study could be conducted
with the aid of other probability distributions such as 2-
parameter log-normal, 3-parameter pearson and log-
pearson, extreme value type-2 (also known as Frechet),
etc. to assess the uncertainty in rainfall estimation over a
time period.
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TABLE 10(b)

Relative difference of the confidence limits from the estimated rainfall together with 95% confidence limits by
EV1 (MLM) for Vadgaon Maval

Return period (T in years)

Data Series

2 5 10 20 25 50 100 200 500 1000
ER 83.9 109.8 127.0 1435 148.7 164.8 180.7 196.7 201.8 217.7
DS1 LCL 76.4 98.4 112.3 125.5 129.7 142.5 155.1 167.7 171.7 184.2
UCL 91.3 121.2 141.6 161.4 167.7 187.1 206.4 225.6 231.8 251.1
RD +8.9 +10.4 +11.5 +12.5 +12.8 +13.5 +14.2 +14.7 +14.9 +15.4
ER 87.7 1159 1345 152.4 158.1 175.6 193.0 210.3 215.9 233.1
LCL 80.9 105.5 121.3 136.2 140.9 155.4 169.8 184.0 188.6 202.9

DS2
UCL 94.4 126.2 147.8 168.7 175.3 195.8 216.2 236.6 243.1 263.4
RD +7.7 +8.9 +9.9 +10.7 +10.9 +11.5 +12.0 +12.5 +12.6 +13.0
ER 90.6 121.1 141.2 160.6 166.7 185.6 204.3 223.0 229.0 247.7
LCL 84.4 1114 128.9 1454 150.7 166.8 182.7 198.6 203.7 219.5

DS3
UCL 96.9 130.7 153.6 175.7 182.7 204.4 225.9 247.4 254.3 275.8
RD +6.9 +8.0 +8.7 +9.4 +9.6 +10.1 +10.6 +10.9 +11.1 +11.4
ER 94.9 128.1 150.1 171.2 177.8 198.4 218.9 239.2 245.8 266.1
LCL 89.1 119.7 139.1 1575 163.3 181.1 198.8 216.3 222.0 239.5

DS4
UCL 100.8 136.6 161.1 184.8 192.4 215.7 239.0 262.1 269.6 292.7
RD +6.2 +6.6 +7.3 +8.0 +8.2 +8.7 +9.2 +9.6 +9.7 +10.0

ER: Estimated rainfall (in mm); LCL: Lower Confidence Limit at 95% level (in mm); UCL: Upper Confidence Limit at 95% level (in mm);
RD: Relative difference of the lower confidence limit(-) and upper confidence limit (+) from the estimated rainfall (in %)

5. Conclusions

The paper presented a study on assessment on
uncertainty in rainfall estimates of Pune and Vadgaon
Maval using five methods (viz., MoM, MLM, MLS, PWM
and LMO) of EV1 distribution for three different data
series, viz., DS1 with 50 years data, DS2 with 75 years
data, DS3 with 100 years data and DS4 series with entire
available data (viz., 117 years for Pune and 114 years for
Vadgaon Maval). The results of Wald-Wolfowitz runs test
and Mann-Whitney U-test indicated that the data series
used in EVA was randomness as also homogeneous.
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Further, it was witnessed that no outliers in the data series
applied in EVA. The adequacy of fitting EV1 distribution
to the series of AMR was examined through AD and KS
tests. The EVA results of Pune and Vadgaon Maval
showed that (i) the estimated rainfall is in increasing order
when the data length increases; (ii) the standard error in
the estimated rainfall is in decreasing order when the data
length increases; (iii) the MLM is better suited for rainfall
estimation; and (iv) the relative difference of the
confidence limits of the estimated rainfall witnessed that
there are some uncertainty in rainfall estimation with
reference to data length.



VIVEKANANDAN: ESTIMATION OF R/F USING EV1 DISTRIBUTION WITH REFERENCE TO DATA LENGTH

The study presented in the paper focussed on the
effect of data length and its direct measure of uncertainty
in rainfall estimation while estimating the design rainfall
depth. Also, the results presented in the paper would be
helpful to the stakeholders to use as an input for the
hydraulic and hydrologic modelling. Further, the study
suggested that the rainfall estimates given by EV1 (MLM)
could be used as an input for planning, design and
management of civil engineering infrastructure projects
within the vicinity of Pune and Vadgaon Maval sites.
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