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सार— अनकु्रमिक हाइब्रिड िॉडल का उपयोग करके बहु-पररवर्त वर्ात डेटा का सिय श्रृंखला पवूातनिुान ककया गया। 
इस िॉडल िें, िूल जानकारी की न्यनूर्ि किी के साथ डेटासेट के आयाि को कि करने के मलए प्रिखु घटक 
ववश्लेर्ण (पीसीए) का उपयोग ककया गया। डीप लर्निंग एल्गोररदि (LSTM) िें उपयोग की जाने वाली गवाक्ष आकार 
और लॉन्ग शॉटत टित िेिोरी (LSTM) इकाइयों की सृंख्या का अनकूुमलर् िान जेनेटटक एल्गोररदि (GA) का उपयोग 
करके आकमलर् ककया गया। 99 प्रर्र्शर् िूल जानकारी को बनाए रखरे् हुए, इसके आयािों को कि करने के मलए िूल 
डेटासेट पर पीसीए लागू ककया गया। इसके बाद, PCA का उपयोग करके प्राप्र् डेटासेट को LSTM गवाक्ष आकार और 
इकाइयों की सृंख्या के अनकूुमलर् िान प्राप्र् करने के मलए GA एल्गोररथि िें इनपटु ककया गया। ववमिन्न िॉडलों जसेै 
कक LSTM, PCA के LSTM िें ववलय (PCA-LSTM), GA के LSTM िें ववलय (GA-LSTM) र्था PCA के GA 
और LSTM िें ववलय (PCA-O-LSTM) से प्राप्र् पररणािों का एक व्यापक, र्लुनात्िक अध्ययन ककया गया। LSTM 
का उपयोग पवूातनिुान 90:10, 80:20 और 70:30 के प्रमशक्षण-परीक्षण अनपुार्ों के मलए ककया गया, जहााँ 80:20 
अनपुार् ने बेहर्र पररणाि प्रदान ककए, इसमलए बाकी ववश्लेर्ण के मलए 80:20 के अनपुार् का उपयोग ककया गया। 
पररणािों की बेहर्र व्याख्या के मलए, प्रत्येक िॉडल को ववमिन्न कालावधियों, जसेै 10, 20, 50, 100 और 200 के 
मलए चलाया गया। ववमिन्न िॉडलों का उपयोग करके पवूातनिुानों की गुणवत्ता का िूल्याृंकन ववमिन्न प्राचलों जसेै 
र्निातरण गणुाृंक (R2), िाध्य वगत त्रटुट (MSE), िलू-िाध्य-वगत त्रटुट (RMSE), िाध्य र्नरपेक्ष त्रटुट (MAE), 
सािान्यीकर र् त्रटुट (NORM), RMSE-पे्रक्षण िानक ववचलन अनपुार् (RSR) और कोसाइन सिानर्ा (CS) द्वारा ककया 
गया। R2 का िान (0.962874, 0.972276), (0.970131-0.955826) और (0.950982- 0.972991) की रेंज िें पाया 
गया, जजसिें GA-LSTM, PCA-LSTM और PCA-O-LSTM के िािले िें क्रिशः 200, 200 और 100 कालावधियों 
के मलए उक्र् प्राचलों का सवोत्ति िान पाया गया। R2 का सवोत्ति सम्िाववर् िान PCA-O-LSTM िॉडल के िािले िें 
देखा गया, जजसिें GA के साथ-साथ कि आयािी डेटासेट को गवाक्ष आकार और इकाइयों की सृंख्या को अनकूुमलर् 
करने के मलए शामिल ककया गया। 

 
ABSTRACT. A Time series forecasting of multi-variant rainfall data was done using a sequential hybrid model. In 

this model, principal component analysis (PCA) was used to reduce the dimension of the dataset with minimal loss of the 

original information. The optimized value of window size and the number of Long Short Term Memory (LSTM) units to 

be used in the deep learning algorithm (LSTM) were estimated using the Genetic algorithm (GA). PCA was applied to 

the original dataset to reduce its dimensions, keeping 99 percent of the original information. Thereafter, the dataset 

retrieved using PCA was inputted to the GA algorithm to get the optimized values of LSTM window size and number of 

units. A comprehensive, comparative study of the results obtained from various models, such as LSTM, PCA merged to 

LSTM (PCA-LSTM), GA merged to LSTM (GA-LSTM), and PCA merged to GA and LSTM (PCA-O-LSTM) was 

carried out. The prediction using LSTM was carried out for training–testing ratios of 90:10, 80:20 and 70:30, where the 

80:20 ratio provided better results therefore this ratio of 80:20 was used for the rest of the analysis. For a better 

interpretation of the results, each of the models was run for various epochs, like 10, 20, 50, 100 and 200. The quality of 

predictions using various models was evaluated by different parameters like using determination coefficient (R2), mean 

square error (MSE), root-mean-square error (RMSE), mean absolute error (MAE), Normalized error (NORM), RMSE-
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observations standard deviation ratio (RSR) and cosine similarity (CS).  The value of R2 was found in the range of 

(0.962874, 0.972276), (0.970131-0.955826) and (0.950982- 0.972991) with the best value of the said parameter for 200, 

200 and 100 epochs in case of GA-LSTM, PCA-LSTM and PCA-O-LSTM, respectively. The best possible value of R2 

was seen in the case of the PCA-O-LSTM model in which a dimensional-reduced dataset along with GA optimized the 

window size and numbers of units were incorporated. 

 

Key words – Prediction, Precipitation, Genetic algorithm (GA), Principal component analysis (PCA), Long-
Short-Term memory network (LSTM), Optimization method. 

  

1. Introduction 

 

The chaotic behaviour of atmospheric conditions in 

applications such as rainfall has always remained one of 

the most dynamic parameters in nature when integrated 

with meteorological parameters such as minimum and 

maximum temperature, relative humidity pressure, and 

wind speed [Le et al., (2020); Esteves et al., (2019); Omar 

et al., (2018)]. This stochastic behaviour affects many 

aspects of our daily lives, ranging from damage to 

infrastructure, both directly and indirectly Chena et al., 

(2022). It also hinders the empirical approach for 

forecasting, requirement of the regional crop is affected. 

Despite its significance in maintaining the hydrological 

cycle, sometimes excessive rainfall leads to flooding 

disasters [Barrera et al., (2022); Nayak et al., (2013)], 

which adversely affects societies and human civilizations.  

 

The major challenges faced by rainfall forecasting 

include its stochastic and unpredictable, nonlinear 

behaviour. The unavailability of long-term historical data 

renders the rainfall forecasting process more intricate and 

cumbersome. With the advancement in technology, 

various techniques such as data mining, Support Vector 

Machines, artificial intelligence, fuzzy Logic, neuro-fuzzy 

Logic, deep learning, [Abbot and Marohasy, (2017); 

Davenport and Diffenbaugh (2021) and Tripathi et al., 

(2006)] and machine learning are employed in rainfall 

prediction. These advanced techniques can resolve the 

inherent stochastic and nonlinear behaviours involved in 

the rainfall prediction mechanism [Deo & Şahin, (2015); 

Hashim et al., (2016); Nayak et al., (2005); Nayak et al., 

(2004)].  

 

The machine Learning approach has shown itself an 

appropriate technique for rainfall prediction by extracting 

the hidden patterns using historical data. Artificial Neural 

Networks (ANNs), Fuzzy Logic (FL), Neuro-Fuzzy 

Logic, Support vector Machine (SVM), random forest etc. 

[Sun et al., (2010); Elbeltagi et al., (2020),] are 

extensively used data mining techniques in practice. 

Another algorithm named the Random Forest was also 

reported as the most effective technique with the quality 

of minimized training time, with greater flexibility among 

the classification techniques [Breiman (2011)]. 

 

Still, high correlation in meteorological data samples 

is subjected to high autocorrelation, which becomes the 

forecasting process cumbersome with data mining 

approaches. Because of the lack of gradient in the 

network, the predictive uncertainty in rainfall forecasting 

was enhanced [Poornima & Pushpalatha (2019)]. To 

resolve this issue, deep learning approaches are becoming 

widely used in complex problems such as wind prediction, 

evaporation prediction and stream-flow prediction [Liu et 

al., (2018); Majhi et al., (2020); Fu et al., (2020)]. 

 

In this paper, to overcome the lacuna of the 

Varnishing gradient, RNN-based models like Long Short 

Term Memory, Long Short Term Memory integrated 

Genetic Algorithm, Principal Component Analysis 

coupled Long Short Term Memory and PCA GA Long 

Short Term Memory are used for forecasting the time 

series monthly rainfall of Chhattisgarh region to reduce 

the errors and for getting an outmost result of prediction. 

 

2.  Dataset and methods 

 

2.1.  Study Region 

 

District Durg of state Chhattisgarh is one of the most 

highly populated districts of the Chhattisgarh state in 

India. The district lies between 20° 54′ and 21° 32′ north 

latitude& 81° 10′ and 81° 36′ east longitude. The climate 

of the district is tropical type. Summer is a little hotter. 

The temperature rise begins from March to May. May is 

the hottest among others. Durg district's annual average 

rainfall is 1052 mm. During the year, most rainfall occurs 

during the monsoon months, from June to September. July 

is the month of the highest rainfall available at the site 

given below:-  

[https://durg.gov.in/aboutdistrict/#:~:text=Durg%20distric

t%20is%20situated%20in,81%C2%B036%E2%80%B2%

20east%20longitude] 

 

2.2. Dataset 

 

Google Earth Interface “CRU TS Version 4.05” was 

downloaded from the website of the Climate Research 

Unit (CRU). CRU is a section of the University of East 

Anglia where one may avail a worldwide historical record 

of over-land temperature data. This information is 

available as a cover on Google Earth. CRU TS Version 

4.05 was opened in Google Earth Pro and Durg, 

Chhattisgarh, India was selected to retrieve the historical 

climate information of the location. The data was
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Fig. 1. Downloading process of historic climate data using Google Earth Interface "CRU TS Version 4.05” 

 
 

 

associated withgrid-box data 21.25° N, 81.25° E 

Temperature (°C), Diurnal Temperature range (°C), 

Precipitation (mm/month) and Vapour Pressure (hPa) 

were the four parameters under which the monthly data 

from 1901 to 2020 was downloaded. A screenshot of the 

same is provided in Fig. 1. 

 

2.3. Methods adopted 

 

With a target to compare and find the best possible 

way for rainfall prediction, the LSTM technique was 

integrated into Principal Component Analysis (PCA) and 

Genetic Algorithm (GA). 

 

2.3.1. Genetic algorithm Integrated into Long 

Short-Term Memory (GA-LSTM) 

 

In this study, a hybrid approach of the LSTM 

network coupled with GA for finding the time window 

and number of LSTM units for rainfall time series 

forecasting. The functioning of LSTM has already been 

discussed in previous work [Goodfellow et al., (2016); 

Schmidhuber and Hochreiter, (1997); Gers et al., (1999); 

Kim et al., (2017); Armano et al., (2005)]. In the 

evolutionary search algorithm, GA was used to identify 

the optimal size of time windows and the number of 

LSTM units. To provide higher order of stability to the 

model concerned, previous time step is included to the 

input given to the model. For example, an input window 

of size 16 will include our current time-step along with the 

15 previous time-steps. It has been reported by many of 

the  researchers  that  selecting the proper size of a sliding  

 
 

Fig. 2(a). Flowchart of the algorithm (GA-LSTM) used 

 

 

window, leads to the improved efficiency of the model 

[Tomer et al. (2022)]. The minimum value of Root-mean-

square error (RMSE) was considered to be the fitness 

function while optimizing the value of window size and 

the number of LSTM Units. The detailed process of GA-

LSTM is depicted in Fig. 2(a) [Chung and Shin, (2018); 

Armano et al., (2005); Kim and Shin, (2007)]. 

 

A stepwise description of the GA-LSTM algorithm 

used is depicted below: 

 

(i) Historical monthly rainfall data with an 'n' 

independent parameter was inputted. 
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(ii) Inputted data was preprocessed and scaled before 

further implementation. 
 

(iii) Preprocessed data was split in 80:20 for training and 

testing purposes, respectively. 
 

(iv) A genetic Algorithm (GA) is applied to find the 

optimum values of window size and the number of LSTM 

units. 
 

(v) Optimum values of windows size and the number of 

LSTM units got from step (04) were used to run the 

LSTM algorithm to create a trained model. 
 

(vi) The 20% of overall data, which was kept for testing 

purposes, was used to compare the predicted and actual 

rainfall data. 

 

(vii) The accuracy of prediction was measured through 

various parameters like Root mean square error (RMSE), 

Cosine Similarities (CS) etc. 

 

The above-mentioned algorithm (GA-LSTM) may 

also be represented mathematically as below:- 

 

( )RiRW is = :  

( )RiRU i = :  

( )RiRD i = :  

( )2.0*,...3,2,1::test niDxxS ii ==  

( )8.0*,...3,2,1::tr niDxxS ii ==  

=Strtest SS   

( ) test1LSTM1 ,,predictRMSE SStrUW xsx −= −−  

xx StrStr 1 =−  

 0RMSERMSE 1 =−x  

do 

{ 

 ( )== 0RMSEStrx  

( ) ( )
( ) ( ) ( ) ( )testxnnsx

nsx

SStrxUxUxWStr

xUxWStr

−−−−−

−−−

1,1,1,1

Bitwise,1,1,1UnicrosGA
 

x = x – 1  

} 

while (num generation ==n) 

location = x 

fori = 0 to i<x 

{ 

if [RMSE (i) < RMSE (location)] 

location = i 

i =i + 1} 

RMSE = PredictLSTM [Ws (location), Un (location),  

Strlocation – Stest) 

 

Algorithm for implementation of GA-LSTM 

 
 

Fig. 2(b). Flowchart of the algorithm (PCA-LSTM) used 

 

 

2.3.2. Principal Component Analysis coupled Long 

Short term memory (PCA-LSTM) 

 

The Principal Component Analysis (PCA) method 

put efforts to reduce the dimensionality of the data set 

with a minimum loss of original information and extract 

characteristics in various fields such as image, voice and 

other data problems. For classifying and prediction in data 

processing, dimension reduction is a very important 

component. There can be many independent parameters or 

features in the dataset considered, which is not of so much 

importance so far as the prediction of the dependent 

parameter is concerned. There is no point in considering 

the said parameter and increasing the complexity of the 

process of prediction. It could be noted that the 

dimensionally reduced dataset makes the analysis much 

convenient and machine learning process without 

incompatible parameters to process. Having a non-

required independent parameter may increase the 

possibilities of over-learning or overfitting while training 

the prediction model. Therefore, reducing the dimension 

can be an excellent technique to be adopted [Kim and 

Shin (2007), Hou (2021)]. In present case a multivariate 

dataset of 4 variable were used for analysis. PCA was 

applied to the said dataset of 4 parameters, which reduced 

the dataset into single variable containing the 99% of 

information carried by the original dataset. In this way, 

smaller dataset was inputted without much loss of its 

originality. 
 

For completion of the task to predict the monthly 

rainfall using a hybrid algorithm PCA-LSTM, in which 

dimensionally reduced information was to be inputted in 

the LSTM section is depicted in form of a flowchart. The 

flowchart is provided in Fig. 2(b). 
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A stepwise description of the PCA-LSTM algorithm 

used is depicted below: 
 

(i) Historical monthly rainfall data with an 'n' 

independent parameter was inputted. 
 

(ii) Inputted data was preprocessed and scaled before 

further implementation. 
 

(iii) Principal Component Analysis (PCA) algorithm was 

applied to the scaled data retrieved from step (2) To 

reduce the number of independent parameters (m) without 

minimizing the significance of the data to a large extent. It 

is expected that the reduced data using PCA minimizes the 

complexity of the information. This is to note that m<n. 
 

(iv) Data with reduced independent parameters (m) was 

split in 80:20 for training and testing purposes, 

respectively. 
 

(v) Training data was used to run the LSTM algorithm 

to create a trained model. 
 

(vi) The 20% of overall data, which was kept for testing 

purposes, was used to compare the predicted and actual 

rainfall data. The accuracy of prediction was measured 

through various parameters like Determination Coefficient 

(R2), Mean square error (MSE), Root-mean-square error 

(RMSE), Mean absolute error (MAE), Normalized error 

(NORM), Cosine Similarities (CS) etc. 
 

The above-mentioned algorithm (PCA-LSTM) may 

also be represented mathematically as below:-  
 

X = {x1, x2,…xN} 

 

i

N

i

x
N

x 
=

=
1

1
 

( ) ( )( )Tiiii

N

i

xxxx
N

x −−= 
=1

1
Cov

 
 

γ1, γ2,…γD (Eigen Vectors) 
 

 λ1, λ2,…λD (Corresponding Eigen Values) 
 

λ1≥ λ2≥,…≥λD (Arranging in decreasing order) 
 

( ) ( ) ( ) −−−= xxxxxx TT ,..., 21  RD 

 

(where d ≤ D*) (New Lower Dimension Matrix) 
 

( ) ( ) ( ) d
T
d

TT xxxxxxxD  −−−+ ,..., 2211  
              (Approximation of original data) 
 

 8.0*...3,2,1:: niDyxS itr ==
 

 

 2.0*...3,2,1:: niDyxS itest ==
 

 

=Strtest SS   
 

 
 
 
 
 
 

RMSE = LSTM (Str ‒Stest) (Finding RMSE for  

predicted information)  

 

Algorithm for implementation of PCA-LSTM 
 

 

 

 

 
 

Fig. 2(c). Flowchart of the algorithm (PCA-O- LSTM) used 

 

2.3.3. Principal Component Analysis coupled 

Genetic Algorithm integrated with Long 

Short-Term Memory (PCA-O-LSTM) 

 

Principal component analysis (PCA) minimizes the 

complexity of the dataset by transforming it into reduced 

dimensions without losing significant information 

[Hou,(2021)].Genetic Algorithm allows us to find suitable 

parameters for performing prediction. In this section, an 

approach of prediction implementing PCA and then GA 

subsequently is discussed. PCA was used to minimize the 

dimensionality and optimized values of window size and 

numbers of LSTM units were determined using GA. The 

detailed algorithm in form of a flow chart is provided in 

Fig. 2(c). 

 

A stepwise description of the PCA-O- LSTM 

algorithm used is depicted below: 

(i) Historical monthly rainfall data with an 'n' 

independent parameter was inputted. 

 
(ii) Inputted data was preprocessed and scaled before 

further implementation. 

 

(iii) Principal Component Analysis (PCA) algorithm was 

applied to the scaled data retrieved from step (2) to reduce 

the number of independent parameters (m) without 

minimizing the significance of the data to a large extent. It 

is expected that the reduced data using PCA minimizes the 

complexity of the information. This is to note that m<n. 
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(iv) Data with reduced independent parameters (m) was 

split in 80:20 for training and testing purposes, 

respectively. 
 

(v) A genetic Algorithm (GA) is applied to find the 

optimum values of window size and the number of LSTM 

units. 
 

(vi) Optimum values of windows size and the number of 

LSTM units got from step (05) were used to run the 

LSTM algorithm to create a trained model. 
 

(vii) The 20% of overall data, which was kept for testing 

purposes, was used to compare the predicted and actual 

rainfall data. 
 

(viii) The accuracy of prediction was measured through 

various parameters like Root mean square error (RMSE), 

Cosine Similarities (CS) etc. 
 

The above-mentioned algorithm (PCA-O-LSTM) 

may also be represented mathematically as below:-  
 

X = {x1, x2,…xN} 

i

N

i

x
N

x 
=

=
1

1
 

( ) ( ) ( )Tiiii

N

i

xxxx
N

x −−= 
=1

1
Cov  

γ1, γ2,…γD (Eigen Vectors) 

 

λ1,λ2,…λD(Corresponding Eigen Values) 
 

λ1≥ λ2 ≥…≥λD(Arranging in decreasing order) 
 

( ) ( ) ( )  −−−= xxxxxx T
d

TT  ,..., 21 RD (where d   

        ≤ D*) (New Lower Dimension Matrix) 
 

( ) ( ) ( )  d
T
d

TT xxxxxxxD  −−−+ ,...,, 2211  

       (Approximation of original data) 
 

 8.0*...3,2,1:: niDyxS itr ==
 

 

 2.0*...3,2,1:: niDyxS itest ==
 

 

=Strtest SS 
 

 

RMSEx-1 = predictLSTM (Ws, U, Strx-1) – Strtest)  
 

Strx-1 ‒Strx 
 

RMSEx-1 = RMSE [0] 
 

Do 
 

{ 

(Strx, RMSE [0]) 

GA (Unicros (Strx – 1, Ws[x–1]), Un[x–1], Bitwise 

(Strx – 1, Ws[x–1]), Un[x–1]), Un[x–1]) (Strx – Stest)     

x = x – 1      

} 
 

While (numgeneration = = n) 
 

location = x 
 

fori = 0 to i<x 
 

{ 

If (RMSE [i] < RMSE [location]) 
 

location = i 
 

i = i + l 

} 

RMSE = PredictLSTM (Ws[location], Un[location], 

Strlocation – Stest) 

 

Algorithm for implementation of PCA-O-LSTM 

 

3.  Results and discussion 

 

In this study, surface meteorological rainfall 

parametric data from 1901 to 2020 of Durg (Chhattisgarh, 

India) was considered. Various experiments were 

performed to get a higher accuracy rainfall forecast model.  
 

It is well known that the LSTM models had a 

significant capacity for forecasting precipitation. The 

necessity of researching merged models like GA-LSTM, 

PCA-LSTM and PCA-O-LSTM, may enhance the 

prediction outcomes at particular periods. The evaluation 

of discussed hybrid models and their comparison with the 

standalone LSTM model has been done. 

 

Three different ratios for training and testing data, 

i.e., 90:10, 80:20 and 70:30 respectively, were considered 

for predicting rainfall using Long Short Term Memory 

(LSTM) algorithm. In each of the ratios, 10, 20, 50, 100 

and 200 epochs along with fixed window size (30) and the 

number of units (64) were used. This is done to identify 

the best possible ratio to study the rest of the merged 

algorithms reported in this article. 

 

The excellence of the proposed models was 

estimated in terms of R2, MSE, RMSE, MAE, NORM, 

RSR and CS. By looking at Table 1, it may be concluded 

that the splitting ratio of 80:20 improves the prediction 

results compared to the 90:10 and 70:30 ratios. It may 

further bereferred to the fact that the value of R2 was 

found to be in the range (0.6844-0.9648), (0.9002-0.9754), 

(0.2968-0.9528) for 90:10, 80:20 and 70:30 training 

testing data, respectively. Therefore, the training and 

validation data set was split into an 80:20 ratio for the rest 

of the analysis, considering the different algorithms 

reported.  

 

In case, if the training data size is sufficiently large, 

80% of the total data is enough for proper training but 

when the data size is not sufficiently large, 90% of the 

total data for training purposes may be used for obtaining 

good prediction results. Taking 90% of a huge data set 

may be a cause of overlearning, resulting in confusion or 

improper prediction. However, using 70% of the total 

dataset for training purposes may decrease the training 

standard, consequently less accurate prediction [available
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TABLE 1  

 

Comparative Evaluation table between the models used 

 

S. No. Algorithm epoch (s) Train: Test 
Window 

Size 
No. of 
Units 

R2 MSE RMSE MAE NORM RSR CS 

1 

LSTM 

10 90:10 

30 64 

0.684409 16.13297 4.016587 2.765619 80.63242 0.561775 0.984931 

2 20 90:10 0.939859 3.0761 1.753881 1.319111 35.20892 0.245237 0.997456 

3 50 90:10 0.930809 3.537396 1.880797 1.397861 37.75673 0.263041 0.997654 

4 100 90:10 0.958748 2.107213 1.451624 1.166353 29.14115 0.203107 0.998451 

5 200 90:10 0.964887 1.792843 1.338971 1.04223 26.87965 0.187384 0.998554 

6 

LSTM 

10 80:20 

30 64 

0.900232 4.901013 2.213823 1.66882 45.26172 0.315861 0.995934 

7 20 80:20 0.937298 3.080184 1.755045 1.291112 35.88199 0.250404 0.997211 

8 50 80:20 0.951966 2.359622 1.536106 1.150963 31.40576 0.219166 0.997749 

9 100 80:20 0.972715 1.397757 1.182268 0.925069 23.73386 0.165182 0.998927 

10 200 80:20 0.975487 1.246168 1.116319 0.891312 22.40995 0.156566 0.998927 

11 

LSTM 

10 70:30 

30 64 

0.296868 33.69989 5.805161 4.335277 120.2383 0.83853 0.962465 

12 20 70:30 0.89762 4.919565 2.218009 1.480465 45.9401 0.319969 0.995397 

13 50 70:30 0.841896 7.54291 2.746436 1.849259 56.88504 0.397623 0.994486 

14 100 70:30 0.896125 4.99348 2.23461 1.461487 46.28394 0.322296 0.99544 

15 200 70:30 0.952867 2.315357 1.52163 1.150622 31.10979 0.217101 0.997879 

16 

GA-LSTM 

10 80:20 36 6 0.962874 1.901884 1.379088 1.056323 27.685 0.192681 0.998532 

17 20 80:20 13 6 0.965413 1.771822 1.331098 1.012147 26.72161 0.185976 0.99857 

18 50 80:20 34 4 0.970695 1.501239 1.225251 0.95519 24.59673 0.171187 0.998797 

19 100 80:20 36 2 0.972276 1.414454 1.189308 0.95337 23.8752 0.166507 0.998911 

20 200 80:20 37 7 0.972276 1.414454 1.189308 0.95337 23.8752 0.166507 0.998911 

31 

PCA-LSTM 

10 80:20 

30 64 

0.955826 2.253698 1.501232 1.224522 30.13702 0.210177 0.997953 

32 20 80:20 0.956674 2.21043 1.486751 1.206417 29.84633 0.208149 0.998079 

33 50 80:20 0.952905 2.313482 1.521014 1.13831 31.0972 0.217013 0.998041 

34 100 80:20 0.908629 4.385184 2.094083 1.425011 43.37331 0.302276 0.99559 

35 200 80:20 0.970131 1.523862 1.234448 1.000287 24.78137 0.172826 0.99874 

46 

PCA-O-LSTM 

10 80:20 28 2 0.950982 2.491911 1.578579 1.269686 31.68975 0.221399 0.997298 

47 20 80:20 19 10 0.946010 2.744698 1.656713 1.303754 33.25828 0.232358 0.997714 

48 50 80:20 8 6 0.955898 2.24199 1.497328 1.202976 30.05864 0.210004 0.997901 

49 100 80:20 16 6 0.972991 1.373043 1.171769 0.93874 23.5231 0.164343 0.998657 

50 200 80:20 60 2 0.972715 1.397757 1.182268 0.925069 23.73386 0.165182 0.998705 

 

 

at website https://vitalflux.com/machine-learning-training-

validation-test-data (accessed on 1/4/2022)]. 

 

To prove the ascendancy of the proposed model (s), 

the prediction performance (s) retrieved from LSTM, GA-

LSTM, PCA-LSTM and PCA-O-LSTM were compared 

through the same parameter used earlier, i.e., R2, MSE, 

RMSE, MAE, NORM, RSR and CS. 

 

The LSTM, GA-LSTM, PCA-LSTM and PCA-O- 

LSTM-based models were run for 5, 10, 20, 50, 100 and 

200 epochs respectively using 80% of the total dataset all 

the time. On average, it took over 200 epochs for each 

rainfall data to reach minimum error and high accuracy for 

forecasting. The factors MSE, RMSE, MAE, NORM and 

RSR need to be less for obtaining optimum prediction 

quality. The values of Cosine similarity (CS) and 

Correlation Coefficient (R2) must be close to one for the 

highest possible accuracy. When these values are close to 

1, we consider the actual and predicted data are very 

similar and when the said values are close to 1, we may 

conclude about the usefulness of the prediction made. 

 

If we observe Table 1 and compare all the three 

proposed merged models by looking at one of the 

parameters to judge the accuracy of model R2, the values
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Figs. 3(a&b). Comparison between Actual & Forecast Rainfall, (a) [200 epoch (s) window size=30, number of LSTM units=64] using 
LSTM algorithm, (b) [200 epoch (s) optimal window size=30, number of LSTM units=64] using PCA-LSTM algorithm, 

(c) [200 epoch (s) optimal window size=37, number of LSTM units=7) using GA-LSTM algorithm and (d)[100 epoch 

(s) optimal window size=16, number of LSTM units=6) using PCA-O-LSTM algorithm 
 

 

 

are in the range (0.962874, 0.972276), (0.955826-

0.970131) and (0.950982- 0.972991) with the best value 

of the said parameter for 200, 200 and 100 epochs in case 

of GA-LSTM, PCA-LSTM and PCA-O-LSTM, 

respectively. These results are indicative that the best 

possible value of R2 was seen in the case of the PCA-O-

LSTM model, in which a dimensional reduced dataset 

along with GA optimized the window size and numbers of 

units were incorporated. It is observed in the above said 

Table 1 that the optimized value of window size and the 

number of units were different for various epochs in GA-

LSTM and PCA-O-LSTM algorithm results, whereas a 

fixed value of the same, i.e., 30 and 60 respectively was 

used for PCA-LSTM algorithm. It is also noticeable that 

higher epochs produced better results. For every case 

except, the PCA-O-LSTM model 100 epochs gave the 

best prediction results. We retrieved the best prediction 

results for 100 epochs in the PCA-O-LSTM model. 

TABLE 2 

 

Definition of Classes 

 

Range of Raw data Class Number assigned 

Less than 0 1 

0-4 2 

5-8 3 

9-12 4 

13-16 5 

17-20 6 

21-24 7 

25-28 8 

29-32 9 

33-36 10 

(a) (b) 

(c) (d) 



 

 

THAKUR and KARMAKAR:HIGH-PRECISION PREDICTIONS OF RAINFALL IN CHHATTISGARH STATE 

791 

TABLE 3 

 

Confusion Matrix Parameters 

 

Class 
Value 

n (truth)  n (classified)  Accuracy Precision Recall 
F1 

Score 

4 0 3 99.25% 0 0 0 

5 201 170 89.83% 0.97 0.82 0.89 

6 32 63 89.83% 0.43 0.84 0.57 

7 66 43 94% 1 0.65 0.79 

8 2 22 95% 0.091 1 0.17 

9 98 84 95.53% 0.98 0.84 0.9 

10 4 18 95.53% 0.11 0.5 0.18 

 

 

 

Figs. 3(a-d) provides a comparative view of actual 

and predicted data using LSTM, PCA-LSTM, GA-LSTM 

and PCA-O-LSTM algorithms, respectively. In these 

figures, a great resemblance between the actual and 

forecast data can be observed. The black solid line shows 

the actual rainfall and the red solid line show the predicted 

rainfall. Even from these figures, it may be observed that 

PCA-O-LSTM provided the most accurate results with a 

high similarity between the actual and predicted data. 

 

Further one more analysis has been done for 

accuracy by plotting the confusion matrix the raw test data 

and prediction data were converted in various classes. The 

criterion used for classification of the raw data is given 

below: 

 

The prediction done using PCA-O-LSTM algorithm 

at 100 epoch (s) with optimal window size = 16 and 

optimum number of LSTM units = 6. 

 

Overall True Positive (TP) values found was 321 out 

of 403 data whereas overall accuracy of prediction was 

found to be 79.65 for the classification illustrated in   

Table 2. 

 

Table 3 provided the detailed information about 

Accuracy, Precision, Recall and F1 Score for each of the 

classes. The table also elaborates that the Testing data 

contains 0, 201, 32, 66, 2, 98 and 4 whereas the Prediction 

data contains 3, 170, 63, 43, 22, 84 and 18 frequency of 

the data of the class 4, 5, 6, 7, 8, 9, 10 respectively. The 

same occurrence may also be noted in the Confusion 

Matrix provided in Fig. 4. Maximum frequency can be 

noted in Class value 05 and the accuracy and recall value 

for the same is noted as 0.97 and 0.82 respectively. 

 

It is understandable that the values of the Confusion 

Matrix parameters may also be reported as more accurate, 

if  the  class  interval  is  larger.  In  such cases, the values  

 
 

Fig. 4. Confusion Matrix for the data illustrated in Fig. 3(d) 

 

 

 

reported nearby to the diagonal of the matrix may be 

merged to the diagonal itself so the True Positive (TP) and 

False Negative (FN) cases can be increased and the model 

used may look a better one. 

 

4.  Conclusions 

 

In this paper, an innovative PCA + optimized GA-

LSTM algorithm was proposed for rainfall forecasting 

based on the multi-variant time series dataset. Evaluation 

and analysis have been done using PYTHON v3.9. An 

attempt had been made to forecast the monthly rainfall of 

1428 months by applying the LSTM algorithm using 10, 

20, 50, 100 and 200 epochs. The experimental factors R2, 

MSE, RMSE, MAE, NORM, RSR and CS were 

calculated to judge the quality of forecasting. The three 

proposed merged models were compared along with the 

standalone model to judge the accuracy of the models 

considered. The value of  R2, were in the range (0.900232, 

0.975487), (0.962874, 0.972276), (0.955826-0.952905) 

and (0.950982- 0.972991) with the best value of the said 

parameter for 200, 200, 200 and 100 epochs in case of 

LSTM, GA-LSTM, PCA-LSTM and PCA-O-LSTM, 

respectively. These results are indicative that the best 

possible value of R2 was seen in the case of the PCA-O-

LSTM model, in which a dimensional reduced dataset 

along with GA optimized the window size and numbers of 

units were incorporated.  

 

In a conclusion, Results got revealed that the 

proposed PCA-O-LSTM model outperforms achieving the 

lowest value of RMSE, MSE, MAE, NORM and RSR in 

comparison with the stand-alone LSTM model except the 

case of 200 epochs where the results obtained through 

LSTM model was found slightly better. Likewise, the 

ranks given according to performance evaluation, are 

PCA-O-LSTM > GA-LSTM > PCA-LSTM>LSTM. 
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