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सार—वर्ाा आर्द्ा भूजल का पवूाानमुान जल ससंाधन योजना के ललए आर्द्ा सखेू आर्द्ा बाढ़ जसैी आपदाओ ंके पररणामों 
को कम करने के ललए भी महत्वपणूा है। वर्ामान अध्ययन में, सकारात्मक आर्द्ा नकारात्मक ववसंगतर्यों की गणना के 
ललए 20 साल की अवधध (2001-2020) के ललए वर्ाा ववसगंतर् सूचकांक (RAI) का आकलनककया गया।भूजल स्र्र में 
उर्ार-चढ़ाव पर वर्ाा के प्रभाव की र्लुना करने के ललए अनमुातनर् न्यनूर्म आर्द्ा उच्चर्म RAI वर्ों का उपयोग ककया 
गया। मशीन लतनिंग एल्गोररदम का उपयोग करके वर्ाा आर्द्ा भूजल का अनमुान लगाया गया। नाइव (N), एक्सपोनेंलशयल 
स्मूध गं (ES), डिसीजन ट्री ररगे्रसर (DT), रैंिम फॉरेस्टररगे्रसर (RF), ऑटोएररमा (AA), के-नेबर रेजजस्टर (KN), आर्द्ा 
गे्रडिएंट बसू्टर रेजजस्टर (GB) जसेै मशीन लतनिंग एल्गोररदम का उपयोग करके अध्ययन क्षेत्र में वर्ाा आर्द्ा भजूल स्र्र 
का अनमुानलगाने के ललए Sktime आर्द्ा scikit -लना लाइबे्ररी का उपयोग ककया गया।नागपरु भखूंि के ललए 2001 से 
2015 र्क पे्रक्षक्षर् मौसमी वर्ाा आर्द्ा भूजल िेटा के आधार पर, वर्ामान अध्ययन 2016-2020 की अवधध के ललए मूल्यों 
का अनमुान लगार्ा है।कफर, 2016-2020 के ललए पे्रक्षक्षर्आर्द्ा अनमुातनर् मूल्यों का उपयोग कररे् हुए, सहसंबधं गणुांक 
(r), माध्य तनरपेक्ष त्रटुट (MAE), नशै-सटजक्लफ दक्षर्ा (NSE), मूल माध्य वगा त्रटुट (RMSE), आर्द्ा टेलर आरेख जसेै 
सटीकर्ा मूल्यांकन प्राचलों का सत्यापन आर्द्ा सबसे अच्छे आर्द्ा सबसे खराब मॉिल पवूाानमुानकर्ााओ ंकी जांच करने के 
ललए मूल्यांकन ककया गया। वर्ामान अध्ययन में पाया गया है कक वर्ाा के मामले में, Auto ARIMA पवूाानुमान सबसे 
उपयकु्र् मॉिल है, आर्द्ा भूजल के मामले में, नवेै पवूाानमुान मॉिल सबसे उपयकु्र् है। डिसीजन ट्री पवूाानमुान मॉिल वर्ाा 
आर्द्ा भूजल मानों दोनों में सबसे खराब-कफट है। कफर, वर्ा 2021-2025 के ललए क्रमशः वर्ाा आर्द्ा भूजल मूल्यों 
कापवूाानमुान करने के ललए Auto ARIMA आर्द्ा नवैे मॉिल का उपयोग ककया गया। ENSO घटना 2001-2010 के दौरान 
अधधक प्रमुख  ी, आर्द्ा 2011-2020 के दौरान, दोनों ISMR को प्रभाववर् करने वाले पे्ररक कारक हो सकरे् हैं। 

 

ABSTRACT. Rainfall and groundwater predictions are important for water resource planning and also to reduce 

the consequences of catastrophes like drought and floods. In the present study, Rainfall Anomaly Index (RAI) was 

estimated for 20 years period (2001-2020) to calculate the positive and negative anomalies. The estimated lowest and 
highest RAI years were used to compare the effect of rainfall on groundwater level fluctuations. Predictions of rainfall 

and groundwater were performed using machine learning algorithms. Sktime and scikit-learn libraries were used to 

predict the rainfall and groundwater levels in the study area using machine learning algorithms such as Naive (N), 
Exponential Smoothing (ES), Decision Tree Regressor (DT), Random Forest Regressor (RF), Auto ARIMA (AA), K-

Neighbour regressor (KN), and Gradient Booster Regressor (GB). Based on the observed seasonal rainfall and 

groundwater data from 2001 to 2015 for Nagpur division, present study predicts values for the 2016-2020 period. Then, 
using observed and predicted values for 2016-2020, accuracy assessment parameters like correlation coefficient (r), mean 

absolute error (MAE), Nash-Sutcliffe efficiency (NSE), root mean square error (RMSE), and Taylor diagram were 

assessed for validation and to investigate the best and worst model forecasters. The present study observes that in the case 
of rainfall, the Auto ARIMA forecaster is the best-fitted model, and in the case of groundwater, the naïve forecaster is the 

best-fitted model. The decision tree forecaster is the worst-fitted model in both rainfall and groundwater data. Then, the 

Auto ARIMA and Naïve models were used to predict rainfall and groundwater values, respectively, for the years 2021-
2025. Impact of ENSO and IOD on ISMR has been assessed. The ENSO phenomenon was more prominent during 2001-

2010, and during 2011-2020, both may be the driving factors impacting ISMR. 

 

Key words – Rainfall, Rainfall anomaly index (RAI), Groundwater, Machine learning algorithms, Accuracy 

assessment parameters, Taylor diagram, ENSO, IOD and ISMR. 
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1. Introduction 
 

Rainfall is one of the most important climatic factors 

or hydrological parameters. If it occurs in excess, it causes 

flooding, and a lack of it causes drought (Srivastava et al., 

2015). In both situations, it causes disasters, causing loss 

of human life, crop destruction, livestock loss, economic 

impacts, water supply problems, limited growing seasons, 

and so on. Indian Summer Monsoon Rainfall (ISMR) is 

affecting the agriculture sectors which ultimately 

influencing the Indian economy (Mooley and 

Parthasarathy, 1984; Webster et al., 1998; Kripalani et. 

al., 2003; Gadgil and Gadgil, 2006; Mertz et al., 2009; 

Chaudhari et. al., 2010; Preethi and Revadekar, 2012; 

Prasanna 2014).For a healthy agriculture, a regular rain 

pattern is normally essential, but too much or too little rain 

can be damaging or even destroy crops. El Niño-Southern 

Oscillation (ENSO) is influencing the Indian summer 

Monsoon rainfall (Ashok et al., 2001 and Shukla et al., 

2011). Variations in rainfall amounts and frequency have 

a direct impact on the stream flow, the spatiotemporal 

distribution of runoff, groundwater storage, and soil 

moisture (Srivastava et al., 2014 and Islam et al., 2012). 

In the past, various attempts have been made in India to 

identify regional and statewide trends in rainfall 

(Goswami et al., 2006; Guhathakurta et al., 2008; Bisht et 

al., 2018; Nikumbh et al., 2019; and Varikoden et al., 

2019). Sanikhani et al. (2018) studied the trend analysis of 

rainfall patterns over Central India for the period of 1901-

2010. 
 

The term “groundwater” describes the water that 

exists below the earth's surface. Rain and snowmelt that 

seeps or infiltrates into the ground are where it all begins. 

Due to the different types of land surfaces present, the 

amount of water that seeps into the ground varies greatly 

from place to place. Groundwater is the purest form of 

water on earth, available in abundant quantity at the 

cheapest cost. In India, groundwater is extracted at a rate 

that is higher than that of any other nation in the world: 

89% for irrigation, 9% for domestic consumption, and 2% 

for industrial uses (Mahammad and Islam, 2021; Margat 

and Van der Gun, 2013; Ahada and Suthar, 2018). 
 

The classification of the positive and negative 

severities of rainfall anomalies is done using the Rainfall 

Anomaly Index (RAI), which was introduced by 

Van Rooy (1965). With only one input (precipitation), 

RAI is simple to compute and may be examined on a 

monthly, seasonal and annual timeline. A statistically 

based model examines the characteristics of past time 

series of rainfall and then forecasts evolution based on 

characteristics.  
 

Machine Learning is typically referred to as the most 

well-liked newest technologies in the fourth industrial 

revolution (4IR or Industry 4.0), as it gives systems the 

capacity to learn and improve from experience 

automatically without being specifically programmed. The 

availability of data is typically seen as being essential 

when developing a machine learning model or data-driven 

real-world systems (Sarker and Kayes, 2020; Sarker et al., 

2019). Numerous machine learning techniques have been 

employed in recent decades with the development of soft 

computational data-driven models to anticipate the 

dynamics of groundwater level (GWL) (Pham et 

al.,2022).In order to predict hydrological events, the 

autoregressive model (AR), autoregressive moving 

average (ARMA) and autoregressive moving integrable 

average (ARIMA) models have been commonly used 

(Carlson et al., 1970; Hipel and McLeod, 1994; Box et al., 

2015; Valipour et al., 2013; Zhang and Moore, 2014). One 

of the more successful methods among them, ARIMA is a 

modified version of the ARMA model and has seen a lot 

of use in recent years (Chattopadhyay and Chattopadhyay, 

2010; Bari et al., 2015; Valipour, 2015; Geetha and 

Nasira, 2016; Rahman et al., 2017; Wanders et al., 2017). 

Several researchers have used traditional statistical models 

to predict the GWL dynamics, including multivariate 

linear regression models (MLR) and time series modes 

like the autoregressive integrated moving average 

(ARIMA) model and seasonal autoregressive moving 

average (SARIMA) models (Rahaman et al., 2019). A few 

researchers used the extreme gradient boost (XGB), 

decision tree (DT) and random forest (RF) models to 

forecast GWL (Kenda et al., 2018, Koch et al., 2019, 

Hikouei et al., 2023). The results are greatly improved by 

larger temporal aggregations (monthly or annual), making 

statistical and machine learning techniques more 

beneficial for studies of water resources (Diez-Sierra and 

del Jesus, 2020). 

 
Using data-driven predictive analytics to make 

intelligent decisions is a prominent application area for 

machine learning (Cao, 2017 and Mahdavinejad et al., 

2018). Predictive analytics basis is the identification and 

utilisation of relationships between explanatory variables 

and predicted variables from earlier events in order to 

forecast the future (Han et al., 2011). The quantity and 

quality of the data and the performance of the learning 

algorithms are both necessary for machine learning model 

to be successful (Sarker, 2021). 

 
With the development of soft computational data-

driven models, studies have forecasted the dynamics of 

rainfall and groundwater separately using different 

machine learning algorithms in recent decades. 

Geostatistics-based comparative adequacy of the 

approaches for predicting GWL dynamics and the 

application of ML algorithms to univariate time series 

GWL data are, however, rare in previous research. The 
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Fig. 1. Index Map of Central India (Nagpur Division), Maharashtra, India (A); Map showing the location of observation 

wells (GWL station) (B); and Map showing the location of grid points for rainfall data (C) 

 

 

events known as the ENSO and the Indian Ocean Dipole 

(IOD) are closely linked to atmospheric-oceanic 

phenomena originate in Pacific and Indian Ocean 

respectively. As these phenomena affect global and 

regional rainfall patterns, they are extensively investigated 

over the few decades. Numerous research (Lau and Weng, 

2001; Barsugli and Sardeshmukh, 2002; Yufu et al., 2002; 

Hartmann et al., 2008; Chattopadhyay et al., 2010; Shukla 

et al., 2011) have attempted to establish the link between 

these climatic phenomena for daily, monthly and seasonal 

rainfall occurrence across the world. The link between 

ENSO and ISMR on an intraseasonal time scale has not 

been extensively studied by researchers, despite the fact 

that their association on a seasonal scale is widely 

established (Joseph et al., 2011). Recently, it has also been 

discovered that IOD can have an impact on ENSO (Izumo 

et al., 2010, 2014, 2016; Zhou et al., 2015; Jourdain et al., 

2016). Both phenomena have an effect on ISMR), 

according to several studies carried out over the years 

(Ashok et al., 2001, Behera and Yamagata, 2003). 

Through an atmospheric bridge, ENSO is linked to the 

Indian Ocean, where it has the ability to both initiate and 

control the evolution of IOD events (Hong et al., 2008; 

Du et al., 2013; Fan et al., 2017). Conducting regional 

studies has been important aspects due to varied spatial 

variation of rainfall occurrence in India. But, dynamics of 

rainfall and groundwater together has not been attempted. 

Hence, the dynamics of rainfall, groundwater levels,  their 

future projections along with assessing the teleconnections 

of rainfall with ENSO and IOD phenomena have been 

explored in the present study with the following 

objectives; 

 

(i) To assess the dynamics of rainfall and groundwater, 

 

(ii) To find the relationship of rainfall and groundwater 

levels in the study area,  

 

(iii) To attempt predictions using machine learning 

algorithms, 

 

(iv) To find out the best and worst-fitted model for 

rainfall and groundwater levels. 

 

(v) To investigate the relationship of ENSO and IOD on 

ISMR. 

 

No similar studies have been conducted in the central 

India which is an agrarian region with a lot of potential for 

such studies. 
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Fig. 2. Flowchart depicting the overall methodology of the present study 

 

 

 

2. Study area 

 

The study has been performed in central India and 

for this Nagpur division has been selected. The 

coordinates of Nagpur division in Maharashtra are 

21°09′36″ N and 79°04′48″ E respectively. Six districts 

constitute the Nagpur division: Bhandara, Gondia, 

Chandrapur, Gadchiroli, Nagpur, and Wardha. It is a 

division of the state with abundant natural resources. The 

Vidarbha region is consisting of the divisions of Amravati 

and Nagpur. The study area along with the location of 

observation wells and rainfall grid points is depicted in 

Fig. 1. 

 

Climatology : The southwest monsoon, which usually 

arrives in June and lasts until September, brings much-

needed rainfall to the area. Study area experiences a 

tropical wet and dry climate. The highest average annual 

rainfall in the study area is observed in Gadchiroli district 

which records rainfall of 1486 mm, while the lowest 

rainfall of the study area of 977 mm is observed in 

Wardha district. The average annual rainfall of Nagpur, 

Bhandara, Gondia and Chandrapur district is 1094 mm, 

1216 mm, 1308 mm and 1243 mm respectively. The 

average annual rainfall in Nagpur division which includes 

all the six districts, viz., Wardha, Nagpur, Bhandara, 

Gondia, Gadchiroli and Chandrapur is around 1220 mm. 

Almost all districts experience extreme temperature 

variations, with very hot summers and very cold winters. 

Maximum temperature observed in the region is approx. 

46 C and the minimum temperature observed is around   

5 °C.  

 

Hydrogeology : The hydrogeology within the study area 

varies across different districts of Nagpur division. It 

contains multiple principal aquifers that store and transmit 

groundwater. Wardha district is occupied with basaltic 

aquifer systems (rock formation); Nagpur district is 

occupied with basalt, gneiss, schist, and limestone; 

Bhandara district is occupied with gneiss, schist, and 

alluvium; Gondia district is occupied with gneiss and 

granite; Gadchiroli district is occupied with gneiss, 

granite, and sandstone; and Chandrapur district is 

occupied with sandstone, gneiss, limestone, shale, and 

basalt. 

 

3. Data used 

 

Monthly Rainfall and Seasonal GWL data have been 

downloaded from the geoportal of India Water Resources 

Information System (India-WRIS) for the study period of 

2001-2020 over six districts that come under the Nagpur 
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division (Central India). The number of observation wells 

(GWL stations) considered for the study area is 345. The 

total number of IMD (India Meteorological Department) 

grids covered in the present study area is 73. The grid size 

is 0.25 degree × 0.25 degree.GWL of pre-monsoon (April-

June), monsoon (July to September), post-monsoon rabi 

(October-December) and post-monsoon kharif (January to 

March) of available districts have been studied. For the 

above-mentioned season, seasonal average rainfall has 

been obtained over the study area from the monthly 

rainfall of each district.Niño 3.4 SST (Oceanic Niño 

Index-ONI) and Dipole Mode Index (DMI) data are 

collected for the period 2001-2020 from physical sciences 

laboratory (PSL), National Oceanic and Atmospheric 

Administration (NOAA). 

 

4. Methodology 

 

A detailed flowchart of the research processes 

adopted during the present study is shown in Fig. 2. The 

rainfall and groundwater level data for 20 years (2001-

2020) has been selected for the analysis. Rainfall 

Anomaly Index, first developed and used by Van Rooy 

(1965) consists of the following equations for indicating 

positive anomalies in eqn. (1) and negative anomalies in 

eqn. (2): 

 















−

−
=

NM

NN
3RAI …for positive anomalies       (1) 

 















−

−
−=

NX

NN
3RAI …for negative anomalies     (2) 

 

where: N = current time series rainfall, in other 

words (time series-month/season/year) when RAI will be 

generated (mm); N = time series average rainfall of the 

historical series (mm); M = average of the ten highest 

time series precipitations of the historical series (mm); X
= average of the ten lowest time series precipitations of 

the historical series (mm); and positive anomalies have 

their values above average and negative anomalies have 

their values below average. 

 

To find out the best and worst forecaster model, 15 

years (2001-2015) of rainfall and groundwater level data 

were used. The first 10 years (66.67%) data was used as 

training (calibrating) values and the next 5 years data 

(33.33%) was used as testing (validating) values to predict 

values from 2016 to 2020 using different machine 

learning algorithms. Seven machine learning (ML) 

algorithms, i.e., Naïve (N), Decision Tree (DT), 

Exponential Smoothing (ES), Random Forest (RF), K-

Neighbor (KN), Gradient Booster (GB) and Auto ARIMA 

(AA) were used to forecast rainfall and groundwater. The 

algorithms were implemented using the sktime and scikit-

learn library in the Jupyter notebook of Anaconda 

navigator (version 2.3.2). Accuracy assessment 

parameters or Performance indicators such as correlation 

coefficient (r), root mean square error (RMSE), mean 

absolute error (MAE), Nash-Sutcliffe error (NSE), and 

Taylor diagram were used to evaluate the output of the 

seven algorithms for rainfall as well as groundwater 

(Pham et al., 2022).A Taylor diagram (Taylor, 2001) is a 

graphic design that incorporates the parameters SD, r and 

RMSE.A statistical measure of variation or dispersion 

between values in a set of data is the standard deviation. 

The square root of the variance is used to calculate the 

standard deviation. The tendency is for data points to be 

nearer the mean (or expected value), the lower the 

standard deviation. A higher standard deviation, on the 

other hand, denotes a wider range of values. Taylor 

diagram fitted with different models is assessed regarding 

the observed value concerning SD, r and RMSE. The 

model with the highest r, lowest SD and lowest RMSE is 

considered to be the best fit. This locates the best-fit 

model near the observed line. Now, data from 2001-2020 

is used for the future prediction (2021-2025) of rainfall 

and groundwater levels using above mentioned different 

machine learning algorithms. The original time series 

rainfall and groundwater data for 20 years are split into 

two sets: the training set keeping 14 years (70%) of the 

data for fitting the models (training) and the remaining 6 

years data (30%) for evaluating their prediction skill 

(testing). The different machine-learning algorithms used 

are discussed below. 

 
Naïve Forecaster: Naïve Forecaster is a forecaster 

that makes forecasts using simple strategies. Forecasting 

is done based on naive assumptions about continuing past 

trends. The Naïve Forecaster can also be used for 

multivariate data and it then applies internally to the 

Column Ensemble Forecaster, so each column is 

forecasted with the same strategy (Hyndman and 

Athanasopoulos, 2021). 

 
Exponential Smoothing: It is also known as Holt-

Winters exponential smoothing forecaster. It is a method 

for univariate time series forecasting that can be expanded 

to include data with a recurring pattern or seasonal 

component (Hyndman and Athanasopoulos, 2014). 

 
Auto ARIMA: Automatically discover the optimal 

order for an ARIMA model. A statistical analysis model 

known as an ARIMA (autoregressive integrated moving 

average) employs time-series data to help researchers 

better comprehend a data collection or forecast future 

trends. If a statistical model forecasts future values using 

data from the past, it is said to be autoregressive. 
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Nearest Neighbors Regression: In cases where the 

data labels are continuous rather than discrete variables, 

neighbors-based regression can be used. A query point's 

label is determined by computing the mean of the labels of 

its closest neighbors. K-Neighbors Regressor implements 

learning based on each query point's k nearest neighbours, 

where k is an integer value that the user specifies. K-

Neighbour regression is used to forecast a data point based 

on details about the neighboring observed point (Bilali et 

al., 2021).  

 

Random forest: Random forests (RF), an ensemble 

learning technique, are a group of decision trees created 

using bootstrap aggregation, also known as bagging 

(Breiman, 2001).It is a type of ensemble machine learning 

used to solve problems involving classification and 

regression (Malakar et al., 2021).RF enhances the 

performance of the decision tree model and effectively 

prevents overfitting by combining all the decision trees 

into a single model. 

 

Decision trees: A decision tree is a structure 

featuring nodes and branches which is like a flowchart 

(Berk, 2008; He et al., 2013). An efficient machine 

learning algorithm for supervised learning. It employs the 

“divide and conquer” strategy for both classification and 

regression (Myles et al., 2004). It is related to a simple 

tree-like structure of decision nodes and branches. It has 

the issue of overfitting; therefore RF is used as an 

assembly of several decision trees that solves this issue 

(Rodriguez-Galiano et al., 2015).Decision trees are 

susceptible to overfitting and are sensitive to the training 

data. 

 

Gradient boosting: It is a popular boosting 

algorithm. Each predictor in gradient boosting corrects the 

error of its predecessor (Friedman, 2001).The main 

difference between RF and GBR is the ensemble 

technique while the latter is based on the boosting 

technique. Gradient Boosting Regressor is the class name 

for the gradient boosting regression in scikit-learn. The 

boosting method builds base models consecutively, in 

contrast to bagging. 

 

In the present study, the performance of the model is 

evaluated using four statistical techniques: correlation 

coefficient, mean absolute error, root mean square error, 

and Nash-Sutcliffe efficiency (Ding et al., 2020; Yan et 

al., 2021; Fu et al., 2023). An important statistical method 

for determining the kind of relationship and the strength of 

it between two variables is the correlation coefficient (r) 

(Taylor, 1990). The following eqn.(3) was utilized in the 

current study to calculate a correlation coefficient to 

assess the link between actual and predicted groundwater 

levels. 

( )( )

( ) ( )22
yyxx

yyxx
r

ii

ii

−−

−−
=




  (3) 

 

where, r is the correlation coefficient, xi is a sample 

of values for the x variable, x is the mean of those values, 

yi is a sample of values for the y variable, y is the mean of 

those values. 

 

The average model prediction error is expressed as 

mean absolute error (MAE) and root mean square error 

(RMSE) in units of the relevant variable. 

 

Mean absolute error can be expressed in eqn. (4) as: 

 

ii

n

i
PO

n
−=  =1

1
MAE    (4) 

 

where, ii PO −  = the absolute errors 

 

The NSE metric is defined by Nash and Sutcliffe in 

1970 and is given in eqn. (5). 
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1

2

1

OBS

SIMOBS
1NSE

OBSi

n

i

ii

n

i

−

−
−=





=

=   (5) 

 

where, OBSi is the observation value (actual) and 

SIMi is the forecast value (predicted) and OBS is average 

of observation values. It accepts values in the range of −∞ 

to 1. While an NSE≤0 denotes that the assessed model 

itself is not a better predictor than the mean of the 

observed values. The better the forecast (perfect fit), the 

closer it is to 1, while NSE values above 0.65 signify 

acceptable forecasts (Moriasi et al., 2007; Ritter and 

Munoz et al., 2013). 

 

Due to its adaptability to be used to many kinds of 

mathematical models, the NSE is a commonly used 

indicator in hydrology (Gupta and Kling, 2011; McCuen 

et al., 2006).Root mean square error represents the 

model's absolute fit to the data, or how closely the values 

of the observed data points fit those predicted by the 

model. A commonly used statistical metric for evaluating 

the performance of models is root mean square error 

(RMSE) (Chai and Draxler, 2014). The following eqn. (6) 

was used in the current work to conduct RMSE in order to 

assess the model's accuracy based on the observed and 

predicted values. 

 

( )2predobs

1
1RMSE ii

n

i
yy

n
−=  =

  (6) 
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Fig. 5. Positive anomaly (blue color) and negative anomaly (red color) of the present study years 

 

 

where, 
obs
iy is the value that was observed, 

pred
iy is the 

value that was predicted, and n is the number of samples. 

It accepts values in the range of 0 and +∞. The forecast is 

more accurate the closer it is to zero. Better fit is indicated 

by lower RMSE values.  
 

5. Results and discussion 
 

5.1. Visual Interpretation or Dynamics of rainfall 

and groundwater 
 

The box plot of rainfall and groundwater represents 

the variations over the study area for the 20 years data 

shown in Figs. 3 and 4 respectively. One outlier can be 

observed in post monsoon kharif season of the rainfall box 

plot. In the groundwater box plot, there are three outliers 

in the monsoon season, and one outlier each in the pre-

monsoon and post-monsoon rabi seasons. With different 

intensities, the positive values seen in Fig. 5 correspond to 

rainy or wet years, whereas the negative values 

correspond to dry years. It may be observed in rainfall 

anomaly index chart that 10 years show positive RAI 

values and 10 years show negative RAI values. Van Rooy 

(1965) classified the rainfall anomaly index into different 

types of humid and dry events which could be yearly, 

monthly, or seasonal. Classification of RAI years is given 

(Table 1) for the present study area. The highest positive 

values of RAI were 5.46, 4.51 and 8.6 for the years 2005, 

2010 and 2013 respectively, classified as extremely wet 

(Table 1). The lowest negative values of RAI were -3.72, -

4.89, -4.29 and -4.51 for the years 2002, 2004, 2009 and 

2017 respectively, classified as extremely dry (Table 1). 

The drought years and the rainy years can be visualized 

using RAI, during the period from 2001 to 2020 (Table 1), 

where duration and intensity of the periods may also be 

identified. The maximum rainfall over the study area was 

received in 2005, 2010 and 2013 while the minimum 

rainfall was recorded in the years2002, 2004, 2009 and 

2017. The least and most rainfall has occurred over the 

study area in 2004 and 2013 respectively (Fig. 5). 

Fig. 3. Distribution of rainfall (mm) in different season from 

2001 to 2020 

Fig. 4. Distribution of groundwater levels (m bgl) in different 
season from 2001 to 2020 
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TABLE 1 

 

The classification of the RAI used by Van Rooy (1965) is as follows along with present study years 

 

 RAI Range Classification Study years 

RAI 

(Rainfall Anomaly 

Index) 

≥ 3.00 Extremely wet 2005, 2010 and 2013 

2.00 to 2.99 Very wet 2001, 2003, 2007 and 2019 

1.00 to 1.99 Moderately wet 2016 

0.50 to 0.99 Slightly wet 2012 

0.49 to –0.49 Near normal 2006 

-0.50 to –0.99 Slightly dry 2015 

-1.00 to –1.99 Moderately dry 2018 

-2.00 to –2.99 Very dry 2008, 2011, 2014 and 2020 

≤-3.00 Extremely dry 2002, 2004, 2009 and 2017 

 

 

 
 

 

 

 

 
TABLE 2 

 

The relationship of rainfall and groundwater using  

Pearson correlation coefficient (r) 

 

Pearson Correlation Groundwater level (2001-2020) 

Rainfall (2001-2020) -0.443** 

 

**. Correlation coefficient is significant at the 0.01 level (2-tailed) 

 

 

The relationship between rainfall and groundwater 

has been analysed for the year 2004 (Fig. 6) when the 

minimum rainfall was recorded. Groundwater levels are 

steady during the monsoon and post-monsoon season for 

the years when there is less rainfall during monsoon time. 

It is observed that the groundwater levels are decreasing 

during monsoon and increasing during the post-monsoon 

season in the year 2013 which is the highest rainfall year 

(Fig. 7). Pearson correlation coefficient has been obtained 

to compare the rainfall and groundwater relationship 

within the study area which is given as Table 2. 

 

5.2. Findings of model and Performance of Model 

 

The predicted values for different machine learning 

algorithms with the actual values from 2016-2020 for 

rainfall and groundwater are shown in Table 3 and Table 4 

respectively. Here, Table 5 and Table 6 indicate different 

accuracy assessment parameters for rainfall and

Fig. 6. Effect of rainfall on groundwater level in lowest rainfall 

anomaly (2004)  

 

Fig. 7. Effect of rainfall on groundwater level in highest rainfall 

anomaly (2013)   
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TABLE 3 

 
The predicted rainfall values from 2016-2020 by different forecaster and actual rainfall values for the same period 

 

Rainfall 
(mm)Season 

& Year 

Gradient 

booster 
Random Forest Naïve 

Exponential 

smoothing 

Auto 

ARIMA 
Decision Tree K-Neighbor Actual 

Rainfall 
Predicted Rainfall 

Jan-Mar 2016 20.3 53.6 28.1 32.5 38.0 28.1 39.1 35.8 

Apr-Jun 2016 167.2 146.9 379.4 318.6 257.6 203.6 233.2 186.8 

Jul-Sep 2016 948.3 1108.5 1233.7 1174.7 1224.4 750.9 1001.5 1022.2 

Oct-Dec 2016 52.3 46.8 136.8 107.8 113.9 11.0 76.3 81.0 

Jan-Mar 2017 93.7 14.5 62.5 49.6 30.1 133.2 23.7 11.2 

Apr-Jun  2017 195.2 268.9 91.9 162.5 137.7 85.0 166.4 153.5 

Jul-Sep 2017 1051.6 892.6 871.6 914.2 886.5 1233.7 934.5 708.6 

Oct-Dec 2017 44.2 18.7 25.4 28.3 16.0 136.8 35.4 54.7 

Jan-Mar 2018 35.5 65.3 87.2 56.4 46.7 62.5 39.8 20.2 

Apr-Jun 2018 219.6 171.3 342.2 228.5 215.8 155.7 199.7 223.4 

Jul-Sep 2018 1006.3 936.0 727.7 915.7 941.7 1233.7 1038.3 852.6 

Oct-Dec 2018 35.0 28.4 11.0 63.0 25.5 84.8 53.9 14.5 

Jan-Mar 2019 38.4 39.2 28.1 33.1 32.6 87.2 24.5 26.7 

Apr-Jun 2019 203.7 209.2 379.4 324.0 323.9 203.6 204.0 82.1 

Jul-Sep 2019 899.2 915.4 1233.7 1194.8 1229.5 980.0 937.9 1204.7 

Oct-Dec 2019 27.2 23.9 136.8 109.6 126.4 44.3 36.7 57.6 

Jan-Mar 2020 36.3 49.1 62.5 50.5 47.8 87.2 30.6 78.8 

Apr-Jun 2020 210.1 186.7 91.9 165.3 112.7 85.0 203.3 200.4 

Jul-Sep 2020 843.3 904.5 871.6 929.8 878.4 797.4 973.1 713.9 

Oct-Dec 2020 26.6 25.6 25.4 28.8 21.1 104.0 44.9 53.8 

 
 

 

 

 

TABLE 4 

 

The predicted groundwater level values from 2016-2020 by different forecaster and the actual groundwater level values for the same period 

 

Groundwater (m bgl) 

Year 

Gradient  

booster 

Random  

Forest 

Naïve Exponential  

smoothing 

Auto 

ARIMA 

Decision  

Tree 

Kneighbor Actual  

GWL 

Predicted GWL 

Jan-Mar 2016 4.9 5.7 5.1 5.3 5.8 5.3 5.6 6.6 

Apr-Jun 2016 6.7 8.4 8.2 7.8 8.1 8.2 8.3 8.7 

Jul-Sep 2016 3.1 3.2 1.9 3.4 3.5 1.9 4.6 3.4 

Oct-Dec 2016 7.2 4.3 3.5 4.3 4.4 7.9 5.1 3.8 

Jan-Mar 2017 6.6 5.5 4.9 5.2 5.3 6.4 5.9 5.7 

Apr-Jun 2017 8.4 8.1 6.9 7.5 7.4 8.8 8.5 8.5 

Jul-Sep 2017 4.6 3.9 3.8 3.2 3.7 4.7 4.4 4.4 

Oct-Dec 2017 4.4 4.9 4.6 4.2 4.5 4.0 5.1 5.0 

Jan-Mar 2018 5.6 6.4 5.5 5.5 5.7 4.8 5.9 6.7 

Apr-Jun 2018 7.6 8.1 8.0 7.8 7.9 7.6 8.4 8.2 

Jul-Sep 2018 3.0 4.3 3.1 4.1 4.7 3.5 4.6 1.0 

Oct-Dec 2018 3.9 5.0 4.6 4.1 4.5 3.5 5.1 5.9 

Jan-Mar 2019 5.5 6.4 5.1 5.2 5.7 5.2 5.9 6.3 

Apr-Jun 2019 7.6 8.4 8.2 7.7 8.0 6.9 8.5 9.1 

Jul-Sep 2019 3.8 3.9 1.9 3.4 3.5 6.9 4.4 2.4 

Oct-Dec 2019 4.5 4.9 3.5 4.3 4.4 7.9 5.1 4.9 

Jan-Mar 2020 5.8 6.4 4.9 5.1 5.3 6.9 5.6 5.1 

Apr-Jun 2020 8.3 8.2 6.9 7.3 7.4 9.2 8.4 5.1 

Jul-Sep 2020 3.2 4.3 3.8 3.1 3.7 2.8 4.6 1.9 

Oct-Dec 2020 4.0 5.0 4.6 4.1 4.6 3.8 5.1 4.2 
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TABLE 5 

 

Accuracy assessment values for different  

forecaster/predictor (Rainfall) 

 

Algorithm R MAE RMSE/RMSD NSE 

Gradient booster 0.95 74.335 119.6 0.896 

Random Forest 0.964 71.81 102.527 0.923 

Naïve 0.965 90.24 119.642 0.896 

Exponential smoothing 0.981 68.06 101.04 0.926 

AutoARIMA 0.984 67.54 97.517 0.931 

Decision Tree 0.904 120.12 177.4 0.771 

KN 0.961 67.255 111.221 0.91 

 

 

 

TABLE 6 

 

Accuracy assessment values for different  

forecaster/predictor (Groundwater) 

 

Algorithm R MAE RMSE/RMSD NSE 

Gradient booster 0.721 1.220 1.53 0.515 

Random Forest 0.831 0.880 1.302 0.649 

Naïve 0.864 1.015 1.176 0.713 

Exponential smoothing 0.835 1.015 1.252 0.675 

AutoARIMA 0.829 0.960 1.265 0.668 

Decision Tree 0.507 1.755 2.179 0.015 

KN 0.809 1.010 1.456 0.560 

 
 

Fig. 8. Taylors diagram showing the r, SD and RMSE for rainfall 

(2016-2020) 

 

 
 

Fig. 9. Taylors diagram showing the r, SD and RMSE for 

groundwater (2016-2020) 

 

 

 

 

 
 

Fig. 10. The training values (2001-2014: blue color), testing values (2015-2020:orange color) and predicted values (2021-2025: green 

color) of seasonal rainfall obtained by Auto ARIMA Forecaster 
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Fig. 11. The training values (2001-2014: blue color), testing values (2015-2020:orange color) and predicted values (2021-2025: green 
color) of seasonal groundwater obtained by naive Forecaster 

 
 

TABLE 7 

 

The predicted values using best fitted Auto ARIMA and Naïve 

forecaster of rainfall and groundwater respectively 

 

Season Rainfall (mm) Groundwater (m bgl) 

Jan-Mar 2021 54.9 6.7 

Apr-Jun 2021 284.9 8.2 

Jul-Sep 2021 787.9 1.0 

Oct-Dec 2021 12.7 5.9 

Jan-Mar 2022 31.4 6.3 

Apr-Jun 2022 136.3 9.1 

Jul-Sep 2022 1110.2 2.4 

Oct-Dec 2022 69.7 4.9 

Jan-Mar 2023 43.8 5.1 

Apr-Jun 2023 176.1 5.1 

Jul-Sep 2023 711.1 1.9 

Oct-Dec 2023 54.2 4.2 

Jan-Mar 2024 36.9 6.7 

Apr-Jun 2024 253.0 8.2 

Jul-Sep 2024 821.4 1.0 

Oct-Dec 2024 13.6 5.9 

Jan-Mar 2025 29.0 6.3 

Apr-Jun 2025 108.2 9.1 

Jul-Sep 2025 1159.1 2.4 

Oct-Dec 2025 63.4 4.9 

groundwater data respectively for the period 2016-2020. 

Higher values of r and NSE indicate the best model 

performer and vice-versa. Lower values of MAE and 

RMSE indicate the best model performer and vice-versa. 

The Taylor diagram of rainfall parameter which indicates 

the best and worst model is shown in Fig. 8 while Fig. 9 

shows the same for the groundwater parameter. Auto 

ARIMA and Exponential smoothing are showing close 

results but Auto ARIMA is best suited model for rainfall 

prediction if follow values of accuracy assessment 

parameters in Table 5 and visual interpretation in Fig. 8. 

Auto ARIMA, Naïve, Exponential smoothing and 

Random Forest are showing close results but Naive is best 

suited model for groundwater prediction if follow values 

of accuracy assessment parameters in Table 6 and visual 

interpretation in Fig. 9. 

 

5.3. Predictions of Rainfall and groundwater 

 

Groundwater levels and rainfall values were 

predicted for the period 2021-25. Future predictions of 

rainfall and groundwater are shown in Fig. 10 and Fig. 11 

respectively. Rainfall predictions were plotted using Auto 

ARIMA forecaster and Groundwater predictions were 

plotted using Naïve forecaster as they performed as best 

fitted model for rainfall data and groundwater data in 

present study. Each point is indicating the season, i.e., 

post-monsoon kharif (January to March), pre-monsoon 

(April-June), monsoon (July to September) and post-

monsoon rabi (October-December) starting from 2001 to 

2025. The predicted values for the period of 2021-2025 

are shown in Table 7. 

 

5.4. Assessing impact of ENSO and IOD on ISMR 

 

Variations in the Eurasian snow cover (Blanford, 

1884; Hahn and Shukla, 1976; Bamzai and Shukla, 1999; 

Kripalani and Kulkarni, 1999), IOD (Sajiet al., 1999;
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TABLE 8 

 

Pearson correlation coefficient (r) of ONI-rainfall and DMI-rainfall for the different study period 

 

Year ONI–Rainfall (r) DMI–Rainfall (r) 
ENSO 
Event 

IOD Event 

2001 0.71 0.01 Neutral Neutral 

2002 0.26 -0.10 El Niño Neutral 

2003 -0.25 0.55 Neutral Neutral 

2004 0.18 -0.31 El Niño Neutral 

2005 -0.10 -0.30 Neutral Neutral 

2006 0.16 0.16 El Niño Positive 

2007 -0.16 0.21 La Niña Neutral 

2008 0.60 0.65 La Niña Neutral 

2009 0.24 -0.81 El Niño Neutral 

2010 -0.44 -0.15 La Niña Negative 

2011 0.59 0.22 La Niña Neutral 

2012 0.67 0.85 La Niña Positive 

2013 -0.27 -0.31 Neutral Neutral 

2014 -0.07 -0.78 Neutral Negative 

2015 0.10 0.45 El Niño Positive 

2016 -0.44 -0.78 El Niño Negative 

2017 0.29 0.37 Neutral Positive 

2018 0.13 -0.09 Neutral Positive 

2019 -0.83 0.28 El Niño Positive 

2020 -0.13 -0.18 La Niña Neutral 

 
 

 

 
 

 

Kripalani and Kumar, 2004), anomalies in the sea surface 

temperature (SST), emitted longwave radiation (OLR), 

wind (Sreekala, 2011), topography and convective 

available potential energy (Goswami et al., 2010) are all 

factors that affect the interannual variability of ISMR. 

Wang et al., 2019 infer that ENSO has a greater impact on 

the eastern pole's IOD intensity than the western pole's, 

and its influence is stronger during a negative IOD phase 

than during a positive phase. Roy et al. (2017) found a 

clear connection between the Walker circulation and 

Indian summer monsoon rainfall around central India in 

models. Weak (strong) ISMR is frequently associated with 

El Niño (La Niña) conditions over the Pacific Ocean. 

According to Pothapakula et al., 2020, the findings of the 

observations and reanalysis data, IOD and ENSO both 

have an impact on the interannual variability of ISMR in 

the majority of the Indian subcontinent. Both exhibit 

positive net synergy over central India, the monsoon core 

region, and net redundant information over the southern 

part of India. 

Here, we have tried correlation analysis (i.e., Pearson 

correlation coefficient-5% significance level) to find out 

the relationship between the ONI-rainfall and the DMI-

rainfall. Pearson correlation coefficient (r) is a powerful 

tool that allows for measuring the strength of linear 

relationships between two variables. A different 

combination of periods has been used to link the 

relationship. The decadal correlation coefficients of DMI-

rainfall (2001-2010 and 2011-2020) are -0.01 and 0.01 

respectively. The decadal correlation coefficients of ONI-

rainfall (2001-2010 and 2011-2020) are -0.07 and -0.01 

respectively. The correlation coefficients of ONI-rainfall 

and DMI-rainfall for the study period (2001-2020) are -

0.04 and 0.00 respectively. Hence, it may be observed that 

ONI and DMI values do not always show good correlation 

with the ISMR. The correlation values obtained from 

yearly data does not give any clear indication of the 

impact of ENSO and IOD on ISMR. The results are 

shown in Table 8. From the results, it can be concluded 

that mere correlation analysis will not be sufficient to find  
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TABLE 9 

 

ENSO and IOD events with actual and predicted rainfall for the study period  

 

Year ENSO event IOD event Actual Auto ARIMA 

2001 Neutral Neutral 1354.4 Training (Calibrating)  

2002 El Niño Neutral 979.5 

2003 Neutral Neutral 1360.5 

2004 El Niño Neutral 903.3 

2005 Neutral Neutral 1574.6 

2006 El Niño Positive IOD 1239.8 

2007 La Niña Neutral 1352.0 

2008 La Niña Neutral 1045.5 

2009 El Niño Neutral 942.2 

2010 La Niña Negative IOD 1513.2 

2011 La Niña Neutral 1086.1 

2012 La Niña Positive IOD 1281.2 

2013 Neutral Neutral 1778.0 

2014 Neutral Negative IOD 1051.3 

2015 El Niño Positive IOD 1168.1 

2016 El Niño Negative IOD 1325.8 1633.9 

2017 Neutral Positive IOD 928 1070.3 

2018 Neutral Positive IOD 1110.7 1229.7 

2019 El Niño Positive IOD 1371.1 1712.4 

2020 La Niña Neutral 1046.9 1060 

2021 La Niña Positive IOD 1632.9 1140.4 

2022 La Niña Positive IOD - 1347.6 

2023 El Niño - - 985.2 

2024 - - - 1124.9 

2025 - - - 1359.7 

 

 
 

 

the impact of ENSO and IOD on ISMR. To understand 

this, many other factors (viz., wind, pressure, etc.) need to 

be considered while establishing the impact of ENSO and 

IOD on ISMR. 

 

Average annual rainfall (normal rainfall condition) 

over the study area is observed to be 1213.6 mm for the 

study period. During 2001-2010, El Niño showed 

significant results giving less rainfall compared to La Niña 

events (Table 9) 2002, 2004 and 2009, which are El Niño 

years in terms of ENSO phenomenon and neutral years in 

terms of IOD phenomenon, observed deficit rainfall over 

the study area. Except 2006, which is El Niño and Positive 

IOD year observed normal rainfall conditions. El Niño 

occurrences that coincided with a Positive IOD often had 

normal summer monsoon rainfall conditions 

(Ummenhofer et al., 2011). 2001, 2003 and 2005 were the 

neutral years with above-normal rainfall. The year 2010 

was observed to have above-normal rainfall, which is a La 

Niña and negative IOD event (Wang et al., 2019). During 

this decade, the ENSO phenomenon was more prominent 

as compared to the IOD phenomenon. 

 

Although 2011 was a La Niña year, there was less 

rainfall than average. Year 2013 is neutral in both 

phenomena, yet it observed the highest rainfall during the 

study period 2015 and 2019 are El Niño and positive IOD 

years which recorded near normal rainfall conditions. As 

Testing 

(Validation) 
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per the trend or pattern observed on rainfall due to the 

influence of ENSO and IOD, it is unfair to conclude that 

one phenomenon is impacting more than the other during 

2011-2020 decade. The teleconnections of IOD, ENSO, 

and ISMR had uncertainties. In several earlier studies, 

both the atmospheric bridge and the oceanic channel have 

been presented as potential mechanisms for the influence 

of IOD on ENSO (Wijffels and Meyers, 2004; Annamalai 

et al., 2005; Izumo et al., 2010; Wieners et al.,2016). 

 

The rainfall data of five years (2021-2025) was 

predicted using several machine learning algorithms and 

the years 2021, 2023 and 2024 were estimated to have 

below-average rainfall. Above-average rainfall is 

anticipated for 2022 and 2025, 2021 and 2022 were La 

Niña years while 2023 is declared an El Niño year by 

many forecasting agencies [based on input from the WMO 

(World Meteorological Organisation) Global Producing 

Centers of Long-Range Forecasts and expert assessment 

and by the US Climate Prediction Centre (CPC)]. As per 

the predicted rainfall data, 2023 is anticipated to have the 

lowest rainfall among the five years.  

 

The predicted rainfall over the Central region (the 

study area) might be related to the associated Walker and 

Hadley circulations as well as mean increase in SST 

across the Indian and Pacific Oceans. In fact, greater 

amounts of greenhouse gases are known to cause climate 

process behaviours and associations that are possibly non-

stationary, and as a result, it is probable that ENSO/IOD 

characteristics and forcing are going to change over time. 

 

6.  Conclusions 

 

Prediction of rainfall and groundwater levels which 

are the main climatic parameters is a prerequisite for water 

resource planning and management both in terms of 

surface water availability and groundwater availability. 

Based on the relationship between rainfall and 

groundwater levels of highest and lowest rainfall anomaly 

index (RAI) years, it is concluded that rainfall is affecting 

the groundwater level in the study area. Nowadays, 

Machine learning algorithms are more prominently used 

for predictions in many fields for better management of 

existing available resources. In this process, it is very 

important to find the best-fitted model for the prediction 

of rainfall as well as groundwater. In the case of rainfall 

predictions, the Auto ARIMA forecaster is found to be the 

best-fitted model and in the case of groundwater 

predictions, the naïve forecaster is found to be the best-

fitted model. The decision tree forecaster is found to be a 

worst-fitted model in both the cases. As per predicted 

results, the year 2023 shows less rainfall while the year 

2025 shows more rainfall. The lowest groundwater level 

(higher bgl) was observed during the pre-monsoon season 

of 2022 and 2025 years. The highest groundwater level 

(lower bgl) was observed during the pre-monsoon season 

of 2023.It is observed that interannual to interdecadal 

variations of climate drivers (ENSO and IOD) during 

2001 to 2020 have impacted the ISMR over the study 

area. Study indicates that the ENSO phenomenon was 

more prominent during2001-2010 and both may be the 

driving factors impacting ISMR during 2011-2020.The 

neutral years (2001, 2003, 2005 and 2013) in the study 

area during the period (2001-2020) are seen to record 

higher than average rainfall. Study attempts to relate the 

ENSO and IOD years with predicted rainfall using 

machine learning however a detailed analysis on regional 

scale is required to comment on impacts of ENSO and 

IOD on ISMR.  

 

Future research may include the use of various 

algorithms and a hybrid model with various training and 

testing ratios for the prediction of rainfall and 

groundwater in the study area. A detailed study of the 

impact of ENSO and IOD on ISMR will be considered in 

future studies.   
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