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lkj & iwoZ dh vksj tkus okyh flukWfIVd ekSle iz.kkyh vFkkZr if’peh fo{kksHk ¼MCY;w-Mh-½ dh otg ls 

if’peh fgeky; esa fge ds :i  esa cgqr vf/kd ek=k esa o"kZ.k gksrk gSA ,e- ,e- 5] la[;kRed ekSle iwokZuqeku 
¼,u- MCY;w- ih-½ ekWMy fxzM esa o"kZ.k iwokZuqeku miyC/k djkrk gSA ,u-MCY;w-ih- vkmViqV dh lkaf[;dh;  
MkmuLdsfyax ls iwokZuqeku dh lVhdrk esa lq/kkj vk ldrk gSA if’peh fgeky; esa ,e- ,e- 5 ekWMy 
iwokZuqeku dks LFkku fof’k"V o"kZ.k iwokZuqeku esa MkmuLdsy djus ds fy, bl v/;;u esa ,d vjSf[kd i)fr]  
—f=e raf=dk latky ¼,- ,- ,u-½ dk mi;ksx fd;k x;k gSA bl v/;;u ds fy,  o"kZ 2003 ls 2008 rd ds 
'khrdkyhu eghuksa ¼uoEcj ls ekpZ½ ds vk¡dM+sa fy, x, gSaA izf’k{k.k ds fy, 2003 ls 2007 ds vk¡dM+sa vkSj 
oS/krk iz;kstu ds fy, o"kZ 2007&2008 ds 'khrdkyhu vk¡dM+sa fy, x, gaSA izf’k{k.k dh izfØ;k esa vkxr&fuxZr 
laca/k dk irk yxk;k x;k vkSj vafre Hkkj eSfVªDl dk vkdyu fd;k x;kA 

 
ABSTRACT. Western Himalaya receives enormous amount of precipitation in the form of snow due to eastward 

moving synoptic weather system called western disturbance (WD). MM5 a numerical weather prediction (NWP) model, 
provides precipitation forecast over a grid. Statistical downscaling of NWP output can improve forecast accuracy. In this 
study artificial neural network (ANN), a non linear method is used to downscale MM5 model forecast to location specific 
precipitation forecast over western Himalaya. Data of winter months (November to March) from 2003 to 2008 are 
considered for the study. Data from 2003 to 2007 is used for training and data of winter 2007-2008 is used for validation 
purpose. In the training process the input-output relationship is extracted and final weight matrix are computed.  

 
Key words   –   MM5 model, ANN model, Western Himalaya, Skill score, RMSE. 

 
 
1.  Introduction 
  

Most natural systems are non-linear. The 
atmosphere, ocean and climate systems are presumed to 
be extremely high dimensional, deterministic dissipative 
dynamical systems. Their state at a future time is a 
function of their state at a previous time. The atmosphere 
is a continuous fluid described by partial differential 
equations and its dimensionality is infinite. Discretization 
of the continuum, necessary for numerical modeling, 
renders the dimensionality finite, but any reasonable 
discretization results in a high dimensionality. 
  

Generally two methods are used to forecast weather 
(a) the empirical approach (b) the dynamical approach 

(Maqsood, 2004). The first approach is based upon the 
occurrence of analogues and is often referred as analogue 
forecasting. This approach is useful for predicting local 
scale weather, when a large data base is available. The 
second approach is based upon equations and forward 

simulations of the atmosphere and referred to as computer 
modeling. The dynamical approach is useful for modeling 
large scale weather phenomenon and may not predict 
short term weather efficiently. Most weather forecast 
systems are a combination of empirical and dynamical 
techniques. 

 
Northwest India has complex mountain ranges. This 

region receives high amount of precipitation, in the form 
of snow, during winter months (December, January, 
February and March - DJFM). Winter precipitation in 
western Himalaya is mainly attributed to the passage of 
weather systems called western disturbances (WDs). 
These are eastward moving low pressure synoptic weather 
systems which originate over the Mediterranean Sea or 
Mid Atlantic Ocean and travel eastward over Iran, 
Afghanistan, Pakistan and India (Dimri et al., 2008).  
 

Snow and Avalanche Study Establishment (SASE) 
have been using the MM5 model for precipitation forecast  
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Fig. 1.  Multi layered artificial neural network 

 
 
 
 
at 10 km resolution over western Himalaya since 2002. 
The fifth generation Pennsylvania State University (PSU)/ 
National Centre for Atmospheric Research (NCAR) MM5 
version 3.6 is a Limited Area Model (LAM) to simulate 
and predict mesoscale systems and regional atmospheric 
circulations (Anthes & Warner 1978). Its vertical 
coordinate system is terrain following sigma with options 
for non hydrostatics approximations. The complete MM5 
modeling system consists of five modules: TERRAIN, 
REGRID, RAWINS/little_r, INTERPF and MM5. For the 
generation of terrain and land use, USGS 2’ and 30” 
topography and land use data is used in MM5. Initial and 
lateral boundary conditions for the model are taken from 
National Centre for Medium Range Weather Forecasting 
(NCMRWF) T254 analysis and its forecast.   

 
High resolution weather information from relatively 

coarse-resolution NWP models can be obtained by 
statistical downscaling of NWP model output. Statistical 
downscaling basically consists of development of 
statistical relationship between local variables (surface 
parameters) and large scale predictors (precipitation in 
present case) and application of such relationship to 
deduce local climate characteristics. Thus qualitative and 
quantitative location specific precipitation forecast can be 
improved after downscaling. In the present study Artificial 
Neural Network (ANN), a non-linear method is used for 
downscaling of MM5 model output to provide station 
specific precipitation forecast over western Himalaya.  
  

Number of studies has been done using ANN 
approach in atmospheric science. Adya (1998) studied 
effectiveness of neural network in forecasting and 
prediction and found that ANN had potential for 
forecasting and prediction. Hall (1998) developed a neural 
network model using input from eta model and upper air 
soundings. The neural network produced a very good 

forecast of both the probability and amount of 
precipitation. Holger (2000) presented modeling issues of 
neural network models in the prediction of water resource 
variables. Naoya (2001) applied neural network method 
for the prediction of precipitation. Neural network was 
used to improve temperature forecasts produced by the 
Advanced Regional Prediction System and the 
improvement varied between 5% and 90% in terms of 
mean-squared error (Marzban, 2003). Coppola (2006) 
described an approach based on the application of ANN to 
a combination of satellite imageries and data from NWP 
model for real time rainfall estimation.  Roebber (2006) 
used neural network for real time snow forecasting across 
the contiguous United States east of the Rockey 
Mountains. Roy Bhowmik et al., (2009) applied ANN to 
improve the forecast skill of maximum and minimum 
temperature over Delhi and found the method quite good 
for operational application. 
 
2.  Data and methodology 
  

ANN is a computational structure modeled loosely 
on biological processes. Development of an ANN for any 
system involves topology of the network, a proper training 
algorithm and activation function [Chattopadhyay & 
Bandhyopadhyay (2007).  In any ANN there is an input 
layer connected to output layer with different weights. In 
between there may be one or more hidden layers also 
connected by weights. This interconnected set of weights 
contains the knowledge generated by the ANN. Fig. 1 
shows the architecture of a multi layered neural network. 

 
In the present study a three layer network with one 

input layer, one hidden layer and one output layer is used 
to develop the model (Joshi and Dimri 2008). Back 
propagation learning algorithm is used to train the 
network. There are 11 nodes (number of input parameters)   
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 INPUT (surface 

observations +MM5 
forecast) 

Desired output 
(precipitation mm)  

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. ANN methodology in schematic form 

 
 
 
 
in input layer, 7 nodes in hidden layer and one node 
(precipitation) in output layer. Table 1 shows network 
details of 11-7-1 network. The number of hidden layers is 
variable according to the problem. Generally one hidden 
layer is considered sufficient for most of the problems. 
Fig. 2 shows methodology in schematic form.  
 

1.1. Back propagation learning algorithm 
 

In ANN random weights are assigned between input-
hidden and hidden output layers. If number of inputs, 
patterns and hidden nodes are denoted by n, m, and p 
respectively, the input at hidden layer is computed as: 

 
Zi = f (∑ Wij * X kj)                                                   (1) 

 
Final output O is computed with this input and 

hidden-out weights as; 
 
Ok = f (∑ Vi * Zi)                                                      (2)  
 
Where i = 1, 2-----p,    j = 1, 2, ------n, k = 1, 2-----m 

 
f is a function called activation function. In this study 

the activation function is a sigmoid transfer function for 
both input-hidden layer and hidden output layer, given as: 

 
f(x) = (1+e-x) -1                                                             (3)  

  
Now the weights are adjusted in such a way that the 

error, the difference between the network output and 
desired output is reduced. The error is given by: 
                            

Error = 1/2∑ (desired output-network output)2   

 
E = 1/2∑ (Yk – Ok)

2                                                  (4)  

TABLE 1 
 

Three layer artificial neural network architecture 
 

No of inputs 11 

No of hidden layers 1 

No of hidden nodes 7 

No of outputs 1 

Learning rate 0.3 

Momentum 0.25 

Activation function Sigmoid transfer function f(x) = (1+e-x)-1 

 
 

 
The error term at output layer is computed as: 
 
ET = (Yk - Ok)* Ok *(1- Ok)                                       (5)  
 
This error is propagated backward to the hidden 

layer and error term at hidden layer is computed as: 
 
EH = Vi * ET * Zi *(1- Zi)                                         (6)  
 
These error terms are used for modification of the 

weights. The weights are adjusted so as to minimize the 
error functions. This technique is called gradient descent. 
Change in the weights is given as:  

 
Δ Wij  = η * EH * X kj + α * Δ Wij                               (7) 
 
and,  

 
Δ Vi = η * ET * Zi + α * Δ Vi                                     (8) 

 
Where η is the learning rate and α is the momentum. 

ANN ANN model output 
(precipitation mm) 

Validation set Final weights Final output (location 
specific precipitation 

mm) 

Error minimization 
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TABLE 2 
 

Principal observatories and data set considered for development and validation of ANN  model 
 

Station Altitude (m) Number of days (training set) Number of days (validation set) 

Kanzalwanwan 2440 432 136 

Gulmarg 2800 432 136 

Stage II 2650 435 136 

Haddan Taj 3080 426 133 

Banihal 3250 432 129 

Pharkiyan 2960 432 136 

Dras 3250 434 136 
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Fig. 3. Error minimization curve 
 

 
 

These modified weights are used for the next pattern 
and error at each pattern is summed up to get the net error. 
The network is trained till the net error is minimized to a 
desired accuracy. Fig. 3 shows minimization of error with 
no. of epochs.  

 
3.  Study area and data set 
     

Principal observatories of Snow and Avalanche 
Study Establishment (SASE), representing different road 
axes/sectors, [Kanzalwanwan (Bandipur-Gurez axis - 
BG), Haddantaj (Nogaon-Kaiyan axis - NK), Dras 
(Srinagar-Leh axis - SL), StageII (Chowkibal-Tangdhar 
axis - CT), Banihal (National Highway No. 1 A - NHIA), 
Pharkian (Keran sector), and Gulmarg] (Fig. 4) are 
considered for the study. The altitude of these locations 
varies from    2440 m to 3250 m (Table 2). These 
observatories represent the climatic and weather 
conditions of the region and are also nodal centers         
for assessing/disseminating avalanche   hazards   in   time.   

 

TABLE 3 
 

Input parameters considered for the study 
 

S. No. Parameter Time of observation 

1 Maximum temperature (Tx) 1730 hrs (previous day) 

2 Minimum temperature (Tn) 0830 hrs 

3 Dry bulb temperature (T) 0830 hrs 

4 Av wind speed (wsavg) Average of  last 24 hrs 

5 Presssure Change in last 24 hrs 

6 Cloud amount (cla) 0830 hrs 

7-11 MM5 output Precipitation forecast for      
day 1 to day 5 

    
Further,  these  sectors  are considered as they represent 
different geographical and climatic conditions of the 
Jammu and Kashmir (J&K).  
 

The data set consists of data of November, 
December, January, February and March months from 
2003 to 2008. There are 432-435 data points for training 
set and 129-136 data points for validation set given in 
Table 2. Six surface parameters including maximum 
temperature, minimum temperature, dry bulb temperature, 
average wind, pressure change, cloud amount and MM5 
output have been considered as input parameters for the 
study described in Table 3. Around 80% data is used to 
train the network and trained network is applied to the rest 
20 % data for validation of the network. 
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Fig. 4.  Observatory network in J & K 
 
 
 
 

TABLE 4 
 

Verification measures for occurrence/non-occurrence of precipitation 
 

POD FAR C-Non CSI BIAS PC (%) 
S. No. Station 

MM5 ANN MM5 ANN MM5 ANN MM5 ANN MM5 ANN MM5 ANN 

1 Kanzalwanwan .78 .72 .32 .21 .81 .90 .57 .60 1.15 .91 80 84 

2 Gulmarg .44 .89 .62 .55 .82 .73 .26 .43 1.19 1.96 74 76 

3 Stage II .56 .67 .14 .30 .94 .80 .52 .52 .65 .95 78 74 

4 Haddan Taj .54 .93 .31 .46 .89 .64 .43 .51 .78 1.73 78 73 

5 Banihal .47 .67 .53 .58 .93 .88 .30 .34 1.00 1.60 88 85 

6 Pharkiyan .60 .81 .36 .40 .82 .72 .44 .53 .94 1.34 74 75 

7 Dras .47 .42 .33 .38 .91 .90 .38 .33 .71 .68 79 76 

 
 
 

 
Parameters are normalized to values between 0.1 and 

0.9 to ensure that the model has similar sensitivity to 
changes in various parameters. For a variable x with 
maximum value, xmax and minimum value, xmin the 
normalized value xA is calculated as: 

 
xA = 0.1 + 0.8 (x - xmin) / (xmax - xmin)                        (9)  

 
4.  Results and discussion  
   

Six surface parameters and MM5 model             
output (precipitation) are considered for the study. 

Corresponding to these parameters ANN model                
is trained for the prediction of precipitation in                  
next 24 hours. The precipitation amount recorded              
in 24 hours is in terms of water equivalent                       
in mm. Precipitation is classified into five          
categories: one for no precipitation case i.e., <= 2.5mm 
(no precipitation) and four for precipitation: 2.5 to             
12.0 mm (cat I), 12.1 to 24.0 mm (cat II), 24.1 to 48.0 mm 
(cat III) and => 48.1 mm (cat IV). To verify the forecast 
probability of occurrence/non-occurrence of precipitation 
and probability of occurrence in certain category are 
assessed. 
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Fig. 5 (i).  Root mean square error for training set 
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Fig. 5 (ii).  Root mean square error for validation set 
 
 
 

TABLE 5 
 

Verification measures for quantitative categorical precipitation forecast 
 

Kanzalwan Gulmarg Stage II Haddan Taj Banihal Pharkiyan Dras 
Measures 

MM5 ANN MM5 ANN MM5 ANN MM5 ANN MM5 ANN MM5 ANN MM5 ANN 

CSI Cat I .52 .47 .60 .67 .42 .55 .56 .57 0 .17 .37 .56 .67 .69 

 Cat II .15 .21 .25 0 .08 .25 .15 .19 0 0 .07 .23 .50 0 

 Cat III .15 .33 0 0 .12 .38 0 .08 .50 0 .12 .08 0 0 

 Cat IV .17 .25 0 0 0 0 0 0 0 0 .25 0 0 0 

HSS .21 .31 .19 .07 .05 .29 .11 .18 .07 .11 .12 .20 .32 .12 

PC (%) 47 52 58 67 41 58 44 51 14 27 36 50 67 56 

% for non Occurrence 
Prediction 

88 86 86 96 75 77 81 95 93 95 79 88 82 80 
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4.1.  Performance of probability of occurrence/non-
occurrence of precipitation 

 
To verify the model for occurrence/non-occurrence 

case probability of detection (POD), false alarm rate 
(FAR), critical success index (CSI), model bias are 
computed for both MM5 and ANN model using 2 × 2 
contingency tables (Wilks, 1995) (Appendix ‘A’) given in 
Table 4. 
 
 

POD is fraction of those occasions when the forecast 
event occurred on which it was also forecast. The values 
of POD for MM5 are in the range 0.44 to 0.78. After 
downscaling values are in the range 0.42 to 0.93. There is 
improvement in POD after use of ANN except for 2 
stations. But the difference is not much and values are 
acceptable as these values are for a particular location. 
Skill scores for non occurrence of precipitation (C-NON) 
is in the range 0.81 to 0.94 and 0.64 to 0.90 for MM5 and 
ANN model which are higher than POD indicating that 
the number of non-precipitating days is generally higher 
than number of days with precipitation.  
 

FAR is proportion of forecast events that fail to 
materialize. The FAR is generally higher for MM5 Model 
than that for ANN.  The CSI is also improved after 
downscaling.  
   

Bias though not an accuracy measure, but tells about 
over forecasting and under forecasting. Model bias for 
ANN is slightly higher at some stations compared to 
MM5. This shows that after downscaling, model has a 
tendency to slightly over forecast the precipitation for a 
particular location. 

 
The overall performance, measured by percent 

correct (PC) for MM5 and ANN model is 74-80% and 74-
85% respectively. Thus, after applying ANN for 
downscaling of MM5 precipitation forecast, the forecast 
accuracy is quite good. 

 
 
4.2. Performance of probability of quantitative 

precipitation forecast 
      

To verify quantitative precipitation forecast root 
mean square error (RMSE) is calculated corresponding to 
training and test set for MM5 and ANN model 
respectively. RMSE varies from 6 to 15.38 and 4.62 to 
12.15 for MM5 training set and test set respectively. For 
ANN training and test set these values are in the range 
from 3.73 to 9.76 and 3.94 to 10.43. Figs. 5(i&ii) show 
the results for training and test set for all stations. RMSE 
is reduced using ANN model for all the stations.     

Quantitative precipitation in different categories is 
verified by calculating CSI and Heidke skill score (HSS) 
using 4 × 4 contingency table (Appendix ‘B’). These skill 
scores for MM5 and ANN model are given in Table 5. 

  
The CSI is the hit rate for the quantity being forecast, 

after removing correct ‘no’ forecasts from consideration. 
CSI is higher in category I as compared to other categories 
for all stations. This shows that the model could capture 
the precipitation amount in lower precipitation categories 
efficiently. Generally precipitation occurs in I category. 
 

HSS ranges from 0.05 to 0.32 and 0.07 to 0.31 for 
MM5 and ANN model respectively for all stations. After 
downscaling, HSS is improved except at Gulmarg and 
Dras, where the value is slightly decreased. There are no 
negative scores for HSS showing that the forecast is better 
than the reference forecast. 
  

The overall performance in different categories of 
precipitation varies from 14% to 67% for MM5 model and 
27% to 67% for ANN model. Thus for all stations, 
forecast is improved after applying ANN model.  
 
5.  Conclusion 
  

In present study ANN model for location specific 
precipitation forecast is developed using MM5 NWP 
model output and six surface meteorological parameters. 
Three layer feed forward network with a non-linear 
differentiable sigmoid transfer function is used. RMSE for 
quantitative forecast and different skill scores are 
computed for both MM5 and ANN models. Results show 
that after post processing of the MM5 model output 
RMSE is reduced significantly and skill scores are 
improved. There are some limitations in this technique as 
there is no definite rule to decide the number of hidden 
nodes, learning rate and momentum.  

 

There are a large number of non-precipitating days 
for all stations, which makes the training data set biased 
towards no precipitation case. A large data set will give 
better results; however ANN can be used as an effective 
tool for downscaling of NWP model outputs. This 
improved location specific precipitation forecast would 
definitely be helpful for avalanche forecasting in western 
Himalayan region. 

 

Besides precipitation, location specific forecast of 
temperature and other surface parameters are also very 
important. NWP models predict these parameters over a 
grid. To downscale NWP model forecast of these 
parameters at a station ANN model can be used. At 
present ANN is applied to generate only 24 hour 
precipitation forecast. It is possible to extend the forecast 
lead time up to 72 hours using ANN model.  
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Appendix ‘A’ 
 

2 × 2 contingency table: 
 

 Forecast 

 Yes No 

Yes A B 
Observed 

No C D 

 
The values in the contingency table are defined as follows, 
 
1. When an event is predicted to occur (forecast occurrence) and in reality it does occur (observed occurrence) then it is 

classified as A, otherwise (observed non-occurrence) it is classified as C. 
 
2. When an event is predicted not to occur (forecast non-occurrence) and in reality it does occur (observed occurrence) 

then it is classified as B, otherwise (observed non-occurrence) it is classified as D. 
 
3. A + B: Total number of cases of occurrence of precipitation as observed. 
 
4. C + D: Total number of cases of non-occurrence of precipitation as observed. 
5. A + B + C + D : Total number of forecasts. 
 

Probability of detection:  POD
A

A B



 

 

False Alarm Rate:  FAR
C

C A



 

 

Correct non-occurrence:  C - NON =
D

D+C
 

 

Critical success index:  CSI
A

A B C


 
 

 

Bias for occurrence:    BIAS
A C

A B





 

 

Percentage correct PC 100%
A D

A B C D




    
 
For a best/perfect forecast series: 
 

B = 0 and C = 0 and hence 
 

POD = 1, FAR = 0, MR = 0, C-NON = 0, Bias = 1, CSI = 1, TSS = 1, HSS = 1, PC = 100% 
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Appendix ‘B’ 
 

4 × 4 contingency table (categorical verification of forecasts) 
 

  Forecast 
  I II III IV Total 

I a b c d J 
II e f g h K 
III i j k l L 

Observed 

IV m n o p M 
 Total N O P Q T 

 
 

(Category I :  2.5 to 12.0 mm; Category II : 12.1 to 24.0 mm; Category III : 24.1 to 48.0 mm and  
Category IV : ≥48.1 mm) 
 
Total number of observed events in category I is: 
J = a + b + c + d 
 
Total number of forecast events in category I is: 
N = a + e + i + m 
 
In the similar way O, K, P, L, Q and M are computed. Then the total numbers of events are: 
T= J + K + L + M = N + O + P + Q 

 

Percentage correct:    PC 100%
a f k p

T

  
                             

 

Critical success index:   CSI , , ,
a f k P

J N a K O f L P k M Q p


         
                         

Heidke skill score:    HSS

JN KO LP MQ
a f k p

T
JN KO LP MQ

T
T

  
   


  


                

 
 
 
 
 


